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Chapter 0

Notation

The situations of interest to us in this course start in general with having observed some data x, where
x is a point in X.

Example. Consider a large field of soybean plants. During 7 weeks, each Monday 5 plants are
randomly chosen and the average height recorded.

The data are z = {5,13,16,13,23,33,40}. Here X = Ri.

We will consider z as the realisation of a random variable X, where the distribution of X is (at least
partly) unknown. Statistical inference is about using z to gain information on the distribution
of X.

We will usually have a class of possible distributions P, parametrised by some parameter 6:

Definition 0.1. A set P = {FPy : 6 € O}, where the Py are probability distributions on X, is called
a statistical model. Here © is the parameter space.

If Py is continuous we write f(x, ) for its probability density function, whereas if Py is discrete we write
f(x,0) for its probability mass function. We write Eg[-] and Pp[] to mean expectations/probabilities
under Py; so in Eg[¢(X)], for example, we take X to have distribution Py.

Other possible notations for the same mass/density include pg(z), p(z, ), p(z | 0), f(z | 0), Po(X = z)
(in the discrete case), and L(0;x).

Remark (Remark on use of notation). Throughout this course we will freely drift between different
notations for the same objects. This is somewhat intentional, and in most places I follow the notation of
the handwritten notes these are based on, but do forgive me if it is confusing or even sickening at times.
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Chapter 1

Exponential Families

There is one particular class of statistical models that will come up time and time again in our journey,
and to which many of the common distributions belong:

Definition 1.1. A family {f(2;0) : § = (01,04,...,0;) € R¥} of pdf/pmfs indexed by 6 is a
k-parameter exponential family if the pdf/pmfs f(z;0) have the form

k
f(x;0) = exp | Y mi(0)Ti(x) — B(9) | h(x),
i=1

where the n; and B are real-valued functions of 6, the T; are real-valued statistics (i.e. functions
of z), and = can be a vector or a scalar.

Important. In an exponential family f(xz;0) the support of f(z;60) does not depend on 6. We will write
A for the common support of the f(x;6).

Example. f(z;0) = e’~"1,-¢ is not an exponential family.

The 7; and the T;(x) are called the natural or canonical parameters and observations respectively.

Since for all § € ©
k
1= [ fai6)ds=exp(-B®) | [ hw)exp - Y mOT() | do)
x @ i=1

we can think of exp(—B(f)) as a normalisation. Observe that B only depends on 7(f).

Often, it is useful to write the model in its canonical form,
flain) =exp | > niTi(x) — B(n) | h(z).
i=1

(Note this is possible even if § — 7 is not one-to-one.)

Remark. In general 6 and x can be multidimensional.
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Foundations of Statistical Inference 1. Exponential Families

Examples (Common 1-parameter exponential families).

e Poisson distribution. For the Po(f) distribution, the mass f(x;0) = 67;!“ (r=0,1,2,...)
can be written as

. _ 1 —0+zlog 6
f(xvg) - ae

= h(z) exp(n(0)z — B(0))
with h(z) = 1/z!, n(0) =log6, B(#) = 6 and T'(x) = x. The natural parameter is log 6.

e Binomial distribution with known number of trials. For the Bin(n,p) distribution,
considering n to be known and p to be the parameter, the mass may be written as

fla;p) = <Z)px(1 -p)"
- (Z) exp [z(logp — log(1 — p)) + nlog(1 —p)]

(for  =0,1,...,n). So h(z) = (1), T(z) = z, n(p) = log 15, and B(p) = —nlog(l — p).

x

e Gaussian distribution with known variance. For the N'(u, 1) distribution (for example),
the density may be written as

T — )2 exp _z? 2
f (@ p) \/%GXP [—( 2,u) = \5%2)@{1) [,um—/;] )
so h(x) = exp\(/%%) ,n(p) =p, T(x) =2 and B(u) = “;

Examples (Common 2-parameter exponential families).

e Gamma distribution. For the Gamma(a, ) distribution, with 8 = («, 3), we have mass
function

6ax(x—1e—[3m
———Lixo

f(x;0) = o) >

= exp l(a —1Dlogz— B _z — (log(T'(a)) — alog /6’)1 1,>0-
—_—— N
m(0) Ti(z)  na(6) T2(2) B(0) h(z)

e Gaussian distribution. For the N(u,o?) distribution, with § = (u,0?), we have mass
function

IS 1 2
xr — ﬁ + 510§(27TO’ ) o

B(0)

Another example of a family which is not exponential is the Cauchy family with location parameter u:

1
T = e =y
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Foundations of Statistical Inference 1. Exponential Families

Definition 1.2. If § = (61,05, ..,04) with d < k and f(z;0) = h(z) exp {ZL mi(0)Ti(z) — B(@)}

(where 7); is non-trivial for all 4) then the family is said to be curved.

Example. Suppose X; ~ N (0,1) and X5 ~ N(%, 1) are independent. Their joint distribution has
log-density

— )2 —_ 12
log f(x;0) = & 5 ) _ (2 5 ?) + constant
92 -2
=20 + :1325 === + terms in (x1,x2) alone,

so that n; =6, e = é, Ty =z and Ty = xo. This is a (2, 1)-curved family.

Remark. In this course we normally assume exponential families not to be curved, i.e. in the above
notation that k = d.

Observe that 7(0) = {(6, 5) € R? : § € R\ {0}} is a one-dimensional manifold — we can see from where
the terminology ‘curved’ originates.

Definition 1.3. The parameter space is defined to be
0 :={6: /h(a:) exp [E?_l m(@)ﬂ(w)} dz < oo},

i.e. the set of # for which f(x;6) can be defined.

Definition 1.4. The natural parameter space is defined to be
== (= (e [ i) esp| I, nilo)| d < o),
i.e. the set of n for which f(x;7n) can be defined (this is really an abuse of notation).
Observe that you can have n(©) # = (but 7(0) C ).
Proposition 1.5. = is convex.
Proof. Take n,m' € Z and let o € (0,1). Define B(n) = log [ exp (3", m:Ti(z))h(x) dz. Then
Blan + (1~ a)y') =log [ exp(a X, niTi(a) + (1 - 0) o)) h(o) d

~log / [exp(S T3 () h(a)]* [exp(; m T () b))~ da
(using h = h®h1™%))

< tog ( [ exp(S,ne)hie) d:c>a ([ (S aimitannte az)

by Holder’s inequality

11—«

=aB(n)+ (1 -a)B(1) < .
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Foundations of Statistical Inference 1. Exponential Families

Definition 1.6. A family such that = is open and non-empty is called regular.

Definition 1.7. The functions T1,...,T, are called P-affine independent if for any cg,...,c, €
R,
(chTj(x) = VxEA) = (cj =0 forij,...,k:).
j=1

If X ~ f(x;n), then T' = (T1(X),...,Ty(X)) is a random vector. Let Cov,(T') be its covariance matrix
under f(x;n).

Proposition 1.8. The functions T; are P-affine independent if Cov, (T') is positive definite for all
n € E.

Proof. Omitted from lectures; see Liero & Zwanzig p.17. O

Definition 1.9. A family is strictly k-dimensional if the functions 7;(#) are linearly independent
and the T; are P-affine independent.

Example. Suppose X takes values in {1,2,3} with P(X = i) = p; for ¢ = 1,2,3, so that § =
(p1,p2,p3). Then

p(z;0) = p{l(z)pgz(m)pé"’(m) where I;(z) == 1,-;
= exp(I1(z)log(p1) + I2(x) log(p2) + I3(x) log(ps)),

so X belongs to a 3-parameter exponential family, but I (z) + I2(x) + Is(z) = 1 so it is not strictly
3-dimensional. Indeed,

p(x;0) = exp (Il(x) log (%) + Iz(z)log (%) + log(p3)>

S0 it is a strictly 2-dimensional exponential family.

Theorem 1.10. The natural parameter space = of a strictly k-parameter exponential family is
conver and contains a non-empty k-dimensional interval.

Proof. Omitted. O

Write T = (T4, ..., T)) for the vector of natural observations.

Theorem 1.11. Let P be a strictly k-parameter exponential family with natural parameter space
=. Then for all n € Int(2):

(a) all moments of T (with respect to f(x;n)) exist, i.e.

E,[|T(X)|*] < oo for all k > 1;

(b) E,[T;(X)] = 8?7 B(n) Vi; and
0? .
(©) Covy(T, Ty = 5o D) Yirs
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Foundations of Statistical Inference 1. Exponential Families

Proof. See handwritten notes (lecture 1). O
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Chapter 2

Sufficiency and Factorisation

We may often be interested in summarising a set of data without losing any information about the
parameter we're trying to estimate. A statistic that does this is said to be sufficient:

Definition 2.1. Suppose X ~ f(z;6) for some parameter 6.
A statistic T(X) is a function of the data which does not depend on .

A statistic T'(X) is said to be sufficient for 6 if the conditional distribution of X given T does not
depend on 6. That is,
f(@]t,0)=fz D).

Remark. In particular, this means that for any function g the map 6 — Eq[g(X) | T = ¢] is constant.

We can think of a sufficient statistic as ‘wrapping up’ all the information there is about 6 somehow.

Example. Let Xi,...,X,, be independent Ber(p) random variables, so that P(X = 1) = p and
P(X =0)=1—p, and let T = >""" | X;, so that T' ~ Bin(n,p). Then, writing X = (X1,...,X,),
for any z € {0,1}" and ¢t € {0,...,n} we have
P(X=z2,T=t|p)
P(T =t|p)
_ I pm(—p)t™
(D1 —pnt

which has no dependence on p. So T is sufficient for p.

fl|t,p)=P(X =z [T =tp)=

The intuitive meaning of this is that only the number of successes matters for estimating p; the
order in which successes arrive shouldn’t change your guess for p.

Theorem 2.2 (Factorisation Criterion). Suppose X ~ f(x;0) and let T(X) be any statistic.
Then a statistic T(X) is sufficient for 0 if and only if f can be written as

f(@;0) = g(T(x),0)h(x)

for some non-negative functions g, h.
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Foundations of Statistical Inference 2. Sufficiency and Factorisation

Proof for the discrete case. Suppose T is sufficient and write t = T'(z). So
f@;0)=Py(X =2) =Pp(X =2,T=t)=Po(X =2 | T =1t)Py(T =1).

Then just note that as T is sufficient, Pog(X = = | T = t) = h(z) is independent of #, and
Py(T =t) =: g(t,0) only depends on t and 6.

Conversely, suppose f(x;0) = g(t,0)h(zx) for some non-negative functions g, h. So

S PXx=2)= Y f@h)=gt0) > A

z:T(z)=t z:T(z)=t x:T(xz)=t

Py(X=z,T= Py (X=x h(x .
Thus Py(X =z | T =1t) = G(IP,Q(T — t = nfe((T t)) = Ey;ny():)t ) which has no dependence on 6!
So T is sufficient for 6. O

The next natural question to ask is to what extent we can summarise a set of data — by how much
we can reduce it — without losing information about . This brings us to the concept of minimal
sufficiency.

Example. Let X5, X9, X3 be independent Ber(p) random variables modelling three coin tosses (so
0 means heads and 1 means tails). Consider the following four statistics:

L T(X) =

2. TQ(X) (lezleXi)v
( ) Z’L 1X“

4. Ty(X) = Ly x)=0

(X17X27X3)7

3. T5(X

Which of these are sufficient for p?

Definition 2.3. A statistic is minimal sufficient if it can be expressed as a function of any other
sufficient statistic.

Remark (Partition induced by T'). A statistic T' induces a partition on X (the set of possible outcomes
for X) via the equivalence relation x ~y < T(z) = T(y).

Example (continued). The following diagrams show the partitions induced by the statistics
Tl, ey T4Z

HHH | THT | HTT | HTH HHH | THT | HTT | HTH
TTH | THH | HHT | TTT TTH | THH | HHT | TTT
1. Ti(X) = (X1, X2, X3) 2 To(X) = (X0, 5L, X0)
HHH | THT | HTT | HTH HHH | THT | HTT | HTH
TTH | THH | HHT | TTT TTH | THH | HHT | TTT
3. Ta(X) =32, X, 4. Ty(X) = Ly (x)=0

In each case T is constant within each class.

We can think of a minimal statistic as one inducing the coursest (least fine) possible partition (i.e.
conveying the least possible information).
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Foundations of Statistical Inference 2. Sufficiency and Factorisation

Theorem 2.4 (Lehman-Scheffé Criterion). A statistic T is minimal sufficient if and only if

is independent of 6.

Example (continued). In the coin-tossing example, first consider T5. With z = TTH and y =

HTT, we have f(x;p) = f(y;p) = p*>(1 — p), so that ;Eig; =1, but clearly T5(X) # T2(Y), so Ty is

not minimal sufficient.

Considering Ty instead, take x = HTH and y = TTT. So clearly Ty(z) = Tu(y), but % =
ﬁ = %, which does depend on p. So T} is also not minimal sufficient.

=
»n

Proof of theorem. ( <= ) Suppose T is a statistic such that T'(z) = T(y) if and only if ;Ezz; i

equal to some k(z,y) independent of 6.

Sufficiency. In the discrete case,

- B o Py(X=a) flx;0)
J@lt0) =P(X =2 |T=1) =5 7 = > yry—i (3 0)
f(@;0)

B Zy;T(y):t f(@; 0)k(z, y)

—1

= > k=)

y:T(y)=t

which is independent of 6, so T is sufficient. For the continuous case, replace the sum with an
integral.

Minimality. Now suppose U is another sufficient statistic and that U(x) = U(y) for some x, y.
Since U is sufficient, by the factorisation criterion we have

fly;0) _ 9(U(),Oh(y) _ hy)

f@;0) — g(U(2),0)h(z) — h(x)

which is independent of 6. So by hypothesis, T'(z) = T'(y). Thus U(z) = U(y) = T(z) = T(y),
i.e. the partition of U is finer than that of T. So T is a function of U. Hence T is minimal
sufficient.

(=) Conversely, suppose T is minimal sufficient. Take z,y such that T'(x) = T(y). Then by the

factorisation criterion,
fy;0) _ 9(T(y),0)h(y) _ h(y)

fa;0) — g(T(x),0)h(z)  h(z)
which does not depend on 6. (Note this only used the sufficiency of T'.)

For the other direction, start by writing # ~ y whenever f(x;0) = k(x,y)f(y;0) for all 8 (for some
function k(z,y)). It is easy to check that this is an equivalence relation. For each equivalence
class [z] choose a representative T and define G to be the representative function (i.e. G(y) =T
for all y € [z]). So G is a statistic constant on the equivalence classes. But it is also sufficient,
by the factorisation criterion, since f(x;0) = k(x,Z)f(T;6) = k(z, G(x)) f(G(x);0) for all xz. So T
is a function of G (by minimality) and hence is also constant on the equivalence classes, meaning
r~y = T(zx) =T(y). O

Let’s turn to the case of exponential families.
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Foundations of Statistical Inference 2. Sufficiency and Factorisation

Theorem 2.5. Suppose the functions f(x;0) = exp [2521 n; (0)T;(x) — B(G)} h(x) form a strictly
k-parameter exponential family. Let X = (X1,...,X,) be a sample of i.i.d. random wvariables with
distribution f(x,6). Then:

1. Ty = (X T (Xa), .- iy Te(X5)) is minimal sufficient; and

2. the distribution of T(y,y(x) belongs to a k-parameter exponential family.

Remark. Since the vector X = (Xi,...,X,) is strictly k-parameter exponential, we could just say
T(X)=(Th(X),...,Tk(X)) is minimal sufficient.

Proof of theorem. Just note that

T1yen.,Tn); 0 i—1 (&
L;i((yl cees yn))§ 9)) B %?_1 h(y%; P an(ﬁ) ZTj(wi) - ZTJ(%)

which is independent of 0 if and only if > | Tj(z;) = > T;(y;) forall j =1,... k.

The proof of the second point is left as an exercise. O

Examples.

1. Bernoulli. Let Xj,...,X, be ii.d. Bernoulli trials with parameter p, and let T(X) =
Z?:l X, be the number of successes. Then

f(s-yn)ip)  pTO(1 —p)n=TW)

which is independent of p if and only if T'(x) = T'(y). So T is minimal sufficient.

e X)) T(z) 1— n—T(x)
f(z1,---,zn);p) P ¥ (1=p) = pT@-TW) (1 — p)TW)-T@)

2. Uniform. Let X3,..., X, be i.i.d. random variables with X; ~ U]a,b], taking the unknown
parameter to be 6 = (a,b). Then

n

fl@reesan)i0) =[] 5

=1

1 —-n
p I]-[a,b] (xz) = (b - a) ]]-min zi>a]]-max z;<by

so by the factorisation criterion T'(z) = (min z;, max x;) is sufficient.

Exercise: is it minimal sufficient?

3. Normal. Let X = (X1,...,X,) be a sample of i.i.d. N(u,c?)-distributed random variables.
For the parameter 6 = (u,02) € R x Ry, we have

f@;0) _ (2mo?) /2 exp (~gpr Tois (i = p1)?)
F:0)  2mo?) =2 exp (— g0z iy (v — 1)?)

1 n n n n
=exp | —5—5 ZZU?—ZZ/?—QM Z%-Zyi
=1 =1 =1 =1

This ratio is independent of 6 if and only if Y, z; => " y; and Y . z7 = > 1 | yZ.
Thus T(X) =Y X;, > X7 is minimal sufficient.
Note that =1 Y=, = TIT(z) and §% = LY (2, - 7)? = L5 (T 2? — n2?) = 5 (Ta(z) -

1T (2)?) are in one-to-one correspondence with 7'(z), and hence (X,S?) is also minimal
sufficient for 6.
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Chapter 3

The Fisher Information and Point
Estimation

3.1 The Fisher information

We turn to the question now of whether there is some nice way to measure ‘how much’ information a
given dataset contains about a particular parameter.

Let f(z,0) be a parametric family of densities.

Definition 3.1. For each x € X, the likelihood function L(-,z) : © — R is defined by L(6,z) =
f(z,90).

The log-likelihood is often written ¢(0, z) = log L(0, x).

To simplify our analysis, we will need some regularity assumptions about our model. These will, primarily,
allow use partial derivatives and interchange them with sums/integrals without worrying too much (as
we'll see).

Reg 1. The distributions {f(-,0) : 8 € ©} have common support, so that A = {x : f(x,0) > 0} is
independent of 6.

Remark. Distributions belonging to an exponential family satisfy Reg 1.
To proceed, we’ll start by just looking at the one-dimensional case.

3.1.1 The one-dimensional case

Reg 2. © C R is an open interval (finite or infinite).

0f(x,0)

Reg 3. For all x € A and for all 0 € O, the derivative 20

exists and is finite.

The following will be a useful tool to work with:
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Foundations of Statistical Inference 3. The Fisher Information and Point Estimation

Definition 3.2. When Regs 1-3 are satisfied, for z € A we define the score function

0log L(0, x)
00 '

S,z)=10(0,2) =
Now note the following handy fact (which is what motivates the regularity assumptions):
Lemma 3.3. Under Regs 1-3, for continuous distributions

3} 0
@/Af(:c,ﬂ)dx: A%f(x,e)dx

and for discrete distributions

Qfoe Zae f(x,0).

zeA zeA

Proof. By the Leibniz integral rule. O

This allows us to see the following:

Theorem 3.4. Under Regs 1-3,

EyS(6,X) =0V € 0.

Proof. In the continuous case,

g (@.0)
A f(xa 0)

The discrete case is similar. O

Eo[S(0, X)] = /Ae'(e,x)f(x,e) dz = F(@,0)dz = ge/Af(x,G) dz = % =0

Definition 3.5. When Regs 1-3 are satisfied, we define the Fisher information to be

Ix(8) = Varg[S(9, X)] = Eo[(¢'(8, X))?].
Let us introduce one more regularity assumption now:

Reg 4. The log-likelihood ¢ is twice-differentiable for all v € A,0 € O, and

36 / f(z,0)d / 36 f(z,0)d (for continuous distributions)
or
02 ;f x,0)dx = QCEZA 502 f(z,0)d (for discrete distributions)
for all 0 € ©.

This allows us to derive an alternative form for the Fisher information which will be much more commonly
used:

Theorem 3.6. Under Regs 14,

Ix(6) = — Eo[¢" (8, X)].
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Foundations of Statistical Inference 3. The Fisher Information and Point Estimation

Proof. In the continuous case,

o 0 foitwo) _ ()1~ () §;f<aaef>2.

"0, x) = @logf(:cﬂ) =20 e 0) = 2 _ ;

By Reg 4,
o [(5:0) /5] = [ (Get) 15 o= [ 2 pan= 20 [ raso

and thus )
- B0, = B | (£506.0)/5) | = Eal(e0.07
The discrete case is similar. O

Proposition 3.7 (Properties of the Fisher information).

1. (Information grows with sample size.) If X and Y are independent random variables,
then
Iixyy(0) = Ix(0) + Iy (0).

In particular, if Z = (X4, ...,X,) where the X; are i.i.d. copies of X, then

12(9) = nIX(G)

2. (Reparametrisation.) If = h(£) where h is differentiable, then the Fisher information of
X about £ is
Ix (&) = Ix (h(&)) [ (6))*.

Proof. Omitted from lectures (does not imply off-syllabus). O

3.1.2 The multivariate case

Let’s extend this all to the multivariate case now — i.e. the case where § € R*. Reg 1 (that the support
is independent of 6) remains unaltered but we have to adapt the other regularity assumptions:

Reg 2’. © C R* is an open set.
Reg 3’. For all x € A and for all 0 € O, the partial derivatives of L(0,x) exist and are finite.

Reg 4’. The log-likelihood ¢ has all its second partial derivatives, and these can all be commuted
with summation/integration over A.

We can now generalise our definitions:
Definition 3.8. When Regs 1, 2/, 3/ are satisfied, we define the score function to be
t
_ — (0 0
S(0, ) = Vol(8,2) = (891£(9,m)7...,80k€(9,az)) .

Definition 3.9. When Regs 1, 2', 3’ are satisfied, we define the Fisher information matrix to

be
Ix(a) = COVG(S(evX))7
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Foundations of Statistical Inference 3. The Fisher Information and Point Estimation

so that
Ix(0);r = Eg |53 29400, X) 55 5009, X)| -

Note the last line above used that the multi-dimensional score function also has zero expectation, which
can be shown much like in the one-dimensional case.

Theorem 3.10. Supposing Regs 1, 2', 3', 4 hold, define the observed Fisher information

20(0
matriz J by J(8,x);, = — 8895879? forj,r=1,...,k. Then
Ix(0) =Ey[J(0, X)].
Proof. Exercise (a generalisation of the one-dimensional case). O

3.2 Point estimation
Definition 3.11. For any function g : © — T' (for some set '), an estimator of v = g(0) is a
function T': X — I

The value T'(X) is called the estimate of g(9).

Definition 3.12. The bias of an estimator T for v = g(6) is
bias(T,0) = Ey[T] — g(0).

T is called unbiased for g(0) if Eo[T] = g() VO € ©.

Example. Suppose X = (Xi,...,X,) is a sample of i.i.d. N(u 2) random variables. Then

fi = +3" X, is an unbiased estimator for p, and S? = 3" (X; — )% is an unbiased
estimator for o2

(Exercise: prove this.)

3.2.1 The method of moments

A very simple approach for estimating functions of moments of a random variable is to replace all of the
moments by their empirical values.

Formally, suppose (X1, ..., X,) is a sample of i.i.d. Pp-distributed random variables, where 6 € © is the

parameter. In general if X ~ Py, then the moments m, = E¢[X"] for r = 1,2,... depend on 6.
Assume there exists a function h such that v = h(mg,...,m,).
Definition 3.13. Foreack k =1,...,7 let my = % Z?:l Xik. Then the moment estimator for -

is defined as

Amme = h(ma,...,m,).

Example. Suppose X7,...,X,, are i.i.d. Poisson with parameter A > 0. Since m; = E[X ] = A,
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we can use the sample mean iy = L 3" | X, so that

. 1
A ===y X,
MME mi 7

i=1

On the other hand, Var(X;) = \ as well, so writing Var(X;) = ms—m? we can also use the estimator

Which estimator is “better”?
3.2.2 Maximum likelihood estimators

Definition 3.14. An estimator T is called a mazimum likelihood estimator (MLE) for 6 if

L(T(x),z) = max L0, ) Vo € X,

and is denoted by éMLE.

Theorem 3.15 (The Invariance Property). Ify = g(0) and g is bijective, then 0 is a MLE for

0 if and only if ¥ = g(0) is a MLE for ~y.

Proof. Part A statistics. O

In the case above, if g is not bijective, we define g = g(éMLE).

Theorem 3.16. If L(6, z) is differentiable (in 0) and has a unique mazimum in int(0), then Oy 1 g

1s the unique solution of 2 L(6,x) = 0.

Proof. Prelims analysis. O

3.2.3 Variance and mean squared error

Definition 3.17. The mean squared error (MSE) of an estimator T for g(f) is defined as
MSEy(T) = E[(T — g(6))?].

(This is also often called the quadratic loss function.)

Proposition 3.18. In general, for an estimator T for g(0),

MSEg(T) = Varg(T) + (Eo[T] — g(8))?.
N————

bias?

In particular, if T is unbiased, MSEq(T') = Varg(T).

Proof. Exercise. O
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Foundations of Statistical Inference 3. The Fisher Information and Point Estimation

Example. Let X = (X4,...,X,) be a sample of i.i.d. U(0,0) random variables. Then Orvie =
Kimax =max{X; :i=1,...,n}.

It’s easy to check that Eg(Xmax) = HLHG and Varg(Xmax) — W’MW, so that

262

MSEg(Xmax) = m+Dm+2)

However, the estimator § = "THXmaX is unbiased, and indeed

2

m < MSEs(OniE)-

MSEq(0) =
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Chapter 4

MVUEs and the Cramer-Rao Lower
Bound

Now that we’ve (among other things) developed some different techniques for estimating a parameter, it
is natural to seek to evaluate how well various estimators actually work.

Suppose X = (Xi,...,X,) is a random sample from the distribution Py. What is a ‘good’ estimator of
07

A fairly natural pathway would be to try and minimise the MSE:

Definition 4.1. We say T3 is a uniformly better estimator than Ty (or better in quadratic
mean) if for all € O,
MSE(T1) < MSEy(T3).

Remark. If 6 = 6y, then MSEg, (A) = 0. Hence no other estimator can be uniformly better!

Let’s restrict ourselves now to unbiased estimators. We start with the univariate case.

4.1 The one-dimensional case

Definition 4.2. § = 6(X1,...,X,) is the minimum variance unbiased estimator (MVUE)
for 6 (or g(9)) if

e 0 is unbiased, and

e for all unbiased estimators 6, Vary () > Varg(d) V0 € ©.

Theorem 4.3 (Cramer-Rao Lower Bound (CRLB) in 1 dimension). Suppose Regs 14 hold
and that 0 < Ix(0) < co. Let v = g(0) where g is a continuously differentiable real-valued function
with g’ # 0.

Let T be an unbiased estimator of v. Then

lg' ()

Varg(T) Z Ix(e) y

Page 19 of 63



Foundations of Statistical Inference 4. MVUEs and the Cramer-Rao Lower Bound

with equality if and only if

T(w) — g(0) = L9500 o avpce.

Remark. If T attains the CRLB,

lg'(0)]?

Ix(6)

then it is clearly a MVUE. There is no guarantee that there exists an estimator which attains the bound.
Remark. In the case g(d) = 6 the CRLB is

Val"g (T) =

1
Ix(0)

and T attains the CRLB if and only if S(0,z) = Ix(0)(T(z) — 0) Vx € A V0 € O, or equivalently
T(z) =0+ 555

Vary(T) >

Proof of theorem. Note that
Covy(T,S(0,X)) =Ee[TS(0, X)] since Eg(S(0, X)) =0
= / T(x) 9logp(x,0) p(z,0)dx
X

00
_ / T(x) ap((;; 9 42
6 7 / (note this step strictly requires an additional hypothesis on T')
= — E 0
= Eo[T] = ¢'(6).

Now set ¢(6) = ¢'(6)/Ix(0). Then

0 < Varg(T — ¢(0)S(0, X)) = Varyg T + ¢2(0) Varg(S(0, X)) —
= Vary T + ¢*(0)Ix (6) — 2¢(0)g'(0)

lg' ()

Ix(0)

which is the CRLB. We have inequality if and only if T'— ¢(6)5(0, X) is almost surely constant, and
in that case it must be equal to its expectation g(6):

2¢(0) Covy(T, S(8, X))

= Varg( )

S(0,2)9'(6)

T(z) = c(6)S(6,2) = 9(6) = T(x) —9(6) = =7 5

O

Example. Suppose X ~ Bin(n,#), where n is known. Our parameter of interest will be v = 6(1—6)
(so g'(f) =1 —260). Hence

00, z) = log <”> + (n— ) log(1 — §) + zlog,
X

and therefore
n—xr

5(971")_—179 +§a
SO a
n—=x X
96500 = ~a gz " 2
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Thus the Fisher information is

Ix(0) = —Ey [8%5(9,)()]

- Tl*Eg[X] EQ[X] - n
STioer T e T =09

Observe that T(z) = —;z (1 —£) is unbiased for v (check this as an exercise) and Varg(T) =

8 _ P(En=7)-46°@n-3)+0°(4n=6) oy i larger than the CRLB of (1720)2#.

n n(n—1)

Remark. We sometimes say that a statistic T is an effictent estimator for v if it is unbiased for v and
attains the Cramer-Rao lower bound.

4.2 The multivariate case

We turn now to the multivariate case. Suppose that v = g(6) € R™.

We will compare matrices using the Loewner order:

Definition 4.4. Let T,7* be two unbiased estimators for . We say that T* has a smaller
covariance matrix than T at 6 € © if

u'(Covg T* — Covg T)u <0 Vu € R™,

and we write Covyg T* < Covy T'.

Theorem 4.5 (Cramer-Rao Lower Bound in m dimensions). Suppose Regs 1, 2', 3', 4 hold
and that Ix(0) is not singular. Then the CRLB is

Covg T = (Dgg)(0)Ix(0) " (Dag)(0)! VO € O,

i (0
where Dgg) is the Jacobian matriz, so (Dgg)(0):; = age( )
J
Proof. Omitted. O
Example. Let X = (Xi,...,X,) be a random sample of A'(u,0?) random variables, where our

parameter of interest is § = (u, 02). Recall from Part A Statistics that

n/o? 0
0 n/20*

The estimators X and S? are independent, with Var(X) = %2 and Var(S?) = %_41 We can see that
the CRLB is not attained.

Note too the following, which shows that MLEs line up with MVUEs when the CRLB is attained:

Theorem 4.6. Under Regs 1, 2/, 3/, fL’, if Orire is the MLE for 0 and if there exists 6 which is
unbiased and attains the CRLB, then 0 = 0y, almost surely.

Proof. Omitted. O
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4.3 Exponential families and the CRLB

We conclude by returning to the case of an exponential family:

Theorem 4.7. Suppose X = (X1,...,X,,) belongs to a one-parameter exponential family in n and
T. Then the sufficient statistic T is efficient (attains the CRLB) for v = g(0) = Eg[T).

Proof. Note that p(z,0) = h(z) exp[T(z)n(0) — B(6)]. So S(0,z) = (% 00,x) = =B'(0)+n'(0)T(x).
This means S(,z) and T(x) are linearly related, which implies

Cove(S(0,X), T(X))? = Vary(S(0, X)) Varg(T(X)).
Since Covy(S(6,X),T(X)) = ¢'() and Varg(S(8,X)) = Ix(0), we conclude that Varg(T(X)) =

%, so indeed T attains the CRLB. O
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Chapter 5

Completeness and the Rao-Blackwell
Theorem

Of course, even when the CRLB is not achievable, we still want to be able to find a MVUE.

Theorem 5.1 (Rao-Blackwell Theorem). Let X ~ Py and let T be a sufficient statistic. Let 4
be an unbiased estimator for v = g(0).

Define 47 = Ey[y | T|. Then:
1. A7 is a function of T alone and does not depend on 0,
2. Eo[yr| = v V0 € © (A7 is unbiased), and

3. Varg(y7) < Varg(5), or Covg(47) = Cove(4) in the case 6 € RE.

If tr(Covg(y)) < oo then Covg(¥) = Covg(7y) if and only if ¥ = v almost surely.

Intuitively, this says that ‘any unbiased estimator can always be (weakly) improved by a sufficient
statistic’ — our best guess for the value of a particular unbiased estimator, given that we already know
some sufficient statistic, is at least as good as knowing the real thing.

Proof of theorem. We prove the three parts in order:

1. Since T is sufficient, f(x | 0,T) is independent of 6, so

S(a)f (x| £,0) d = / M) f( | £) da

i =Bl | T =1 = [ ;

x
which does not depend on 6.

2. By the unbiasedness of 4 and the tower property of expectations,

Eo[7] = Eo[Eq[¥ | T] = Eo[4] = -
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3. For k =1, the result is fairly straightforward:

Varg(3) = Eo[(§ — )]

Eol(3 — A7 + 47 — )]

[
=Eo[Eo[(§ — 47 + 47 — 7)° | T1]
=Eg[Eo[(3 — 47)° | T] — 2Eo[(¥ — A7) A — ) | T) + Eo[(37 — ) | T1]
=Eo[Eo[(7 — A7) | T)] — 0 + Eg[Eg[(57 — 7)* | T]]
— g

Varg (7 | T')] + Varg(§7)
> Varg(r).
do:

For k > 1, we can instead

Cove[§] = Eol(7 — ) (5 —)"]
=Eq[(§ — A7)(
=Eo[(¥ — 47)(3 — 47)"] + Cove (A7) + QEO[(V Ar)Br — )"

The first term here is clearly nonnegative, and it isn’t too hard to see that the third term is
equal to zero. The result follows.

The proof of the fact about trace is left as an exercise. O

Example. Let Xi,...,X,, be i.i.d. Ber(f) random variables. Note that 6 = X, is unbiased for 6,
and that 7= Y7 | X; is sufficient for 6.

In this case,
Po(X1=1,T=1)
]Pg(TZ t)
Py (Xl =Ly Xi=t— 1)
B (D)ot — o)
oL Dot —ont ¢

n—1 -~

(n)gt(l — g)n—t T n

Or =Fg[X, | T=t] =Py(X1 =1 |T =t) =

so 0p = T/n.

Definition 5.2. A statistical model {Py : § € ©} is called complete if for any h : X — R,
Eg[h(X)] =0V € © = h(X)=0as.V0cO.
A statistic T is called complete if the model {P} : 6 € ©} is complete, i.e.

Eglh(T)] =0V € © = h(T) =0 as. V0 € O.

Remark. This definition is motivated by the following consequence: if T' is complete and g(7') is unbiased
for 0, then g(T) is the unique (up to a.s.) unbiased estimator for 6 that is a function of T. The proof of
this is a simple application of the definition of completeness, and is left as an exercise.

Examples.

1. Suppose the statistical model consists only of the two distributions N (1,2) and N (0,1). This
model is not complete: take h(x) = (z — 1) — 2. For both distributions, E[h(x)] = 0, but

h(z) #0 Ve #v24+1,1—+/2.
2. The statistical model {(0,0),0 € R.} is complete. Indeed, suppose 0 = Ey[h(X)] =
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foe %h(x) dx for all & > 0. Then

) 0
— h(z)dx =0 V6 > 0.
50 /0 (z)dx >

But 2 fog h(z) dx = h(0) almost everywhere, so h(z) = 0 almost surely.
3. If Xq,...,X, are i.i.d. U(0,0) then X,y is a complete statistic. Indeed, the density of Xyax

is

ntn_l
fo(t) = == Liep,a)-

Then if 0 = Eg[h(Xmax)] = [ o, h(t) fo(t) dt = J& [ h(t)t" "1 dt for all § € ©, we must have
/ ()"t dt :/ R ()"t dt Vo € O,
0 0

where h* are the positive/negative parts of h. This implies AT (t) = h~(t) and therefore
h(t) = 0 (almost surely).

Theorem 5.3 (Completeness for exponential families). Assume P is a k-parameter exponen-
tial family with natural parameters n = (N1, ...,n,) and that the natural parameter space = contains
a non-empty k-dimensional interval.

Then T(z) = (T1(x),...,Tk(x)) is sufficient and complete.

Proof. Exercise. O

Corollary 5.4. If Py belongs to a strictly k-parameter exponential family, then the vector of natural
observations T(x) is sufficient and complete.

Proof. Immediate from theorem, since strictly k-parameter implies = contains a non-empty k-
dimensional interval (otherwise one of the natural parameters would be fixed by the others). O

Theorem 5.5 (Lehman-Scheffé Theorem). Let T be a sufficient and complete statistic for the
statistical model P and let 4 be an unbiased estimator for v = g(6) € R¥.

Then A7 = Eg[% | T is an MVUE for ~.

Remark. In particular, any unbiased estimator that is a function of a complete sufficient statistic is an
MVUE. This is how the Lehman-Scheffé Theorem will often be used.

Proof of theorem. By contradiction. Suppose there exists an unbiased estimator 4 with Covg, 7 <
Covg, A for some 6§, € O.

The Rao-Blackwell Theorem implies, for 7 := Eg[¥ | T], that
Covg, ¥ = Covg, 7 < Covg, A7.

On the other hand, 47 and 47 are both unbiased estimators which are functions of the complete
statistic T. Hence, by completeness (see the remark after the definition) 47 = 47 a.s. and so
Covg, 47 = Covg, 4T, yielding the contradiction. O

Examples.

1. Uniform. Let X,...,X,, be ii.d. U[0, 0] random variables. Recall that Eg[Xnax] = #—19'
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We have seen that X . is complete and sufficient; hence 6= ”THXmax is the MVUE. (Note
the CRLB does not apply.)

2. Normal. Let Xi,...,X, be iid. AN(u,0?) random variables. We know this is a strictly
2-parameter exponential family, so 7' = (Z?:l Xiy >y XZQ) is complete and sufficient. As
(X, S?) is unbiased and a function of T, it is the MVUE. (Here X = 3" | X; and S? =

L (X - X))

n—1

Remember that for S? the Cramer-Rao bound is not attained.

3. Poisson 1. Let X = (X1,...,X,) be a sample of i.i.d. Po()\) random variables. Recall that
~ R 1 2 _ A y 1 n o
AMME:mlzﬁiz:;Xi and )\MME:TRQ—ml:ﬁ;(Xi—X)

are two moment estimators for .

The Poisson family is a strictly 1-parameter exponential family with canonical observation
T(X) = X) (for the joint distribution). Thus X is a sufficient and complete statistic.

Hence the Lehman-Scheffé Theorem tells us that Ay is the MVUE.
What is the Cramer-Rao bound? For a single observation, S(z,A) = § — 1 and Ix(\) = A7,

so the lower bound is A/n. Since also Var(X), we conclude that Ayve = X is efficient (it
achieves the CRLB).

4. Poisson 2. What about the other estimator above, Nogingin? Well, doing a little calculation
(see the lecture slides for details) reveals that X | {Z?Zl X; =k} ~ Bin(k,1/n). So, using

Rao-Blackwell to ‘improve’ the unbiased estimator S2 = %XMME by the sufficient statistic
X , we get

Ex [S?]) X;=k =—{Ex XP1Y X;j=k -

So starting from S? as an unbiased estimator for A\ we arrive at X by Rao-Blackwell using

ZXi~
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Chapter 6

Bayesian Inference: Conjugacy and
Improper Priors

We turn now, in this second half of the course, to the Bayesian view of statistical inference, and look at
how we may develop further the theory from Part A.

6.1 Recap of fundamentals

Recall that in Bayesian statistics, parameters are treated as random variables too (rather than having
an unknown true value, as in frequentist statistics). At the core of this approach is of course Bayes’
Theorem, which we have met variously over the last two years. In our setting it most commonly reads
as follows:

Theorem 6.1 (Bayes’ Theorem). Given a likelihood L(0,z) and a prior w(6) for 6, the
posterior distribution for  (the conditional distribution of 0 given the data X ) is given by

__ L6, x)n(6)
"O1) = T o) o

(If 7 is a mass function replace the integral with a sum.)

We will often simply write
w(0 | x) < L(8,x)7(0),

i.e. posterior  likelihood - prior.

Proof. Prelims/Part A probability and statistics. O

Remark. 1t is worth emphasising here that in Bayesian statistics the likelihood L(6, ) is the conditional
pmf of X given the random variable #; or the conditional probability, in the case of a discrete distribution
for the data. This is in contrast to the frequentist setting of the first half of the course, where L(6, x)
was just the pmf/pdf of X, parameterised by the value # (which had a fixed unknown ‘true’ value).

Remark. The denominator in the theorem above is called the marginal likelihood in this context.

Example. Suppose X ~ Bin(n, #), and that our prior distribution for 8 is Beta(a, b), i.e.

01— h)b—1

0<1.
B(a,b) ’ 0<6<

7(0)

The likelihood function is L(6,z) = (7)67(1 — 6)"~" for # = 0,...,n. So by Bayes’s Theorem the
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posterior distribution is

m(0 | x)  likelihood - prior
x 9m(1 _ a)nfz . 91171(1 _ 0)1771
_ 0a+171(1 o a)nferbfl.

This is again (up to normalisation) a Beta distribution, with updated parameters a + x,b +n — x.
This is an example of conjugacy, which we will meet next.

Suppose we choose a, b here such that E[f] = 0.7 and Var(f) = 0.1. Suppose we then observe:

e X = 3 for a number of trials n = 10; or alternatively

e X = 30 for a number of trials n = 100.

In the first case our posterior will have a mean of about 0.5 to 0.6, and in the second case our
posterior will have a mean of less than 0.4.

As n increases, the likelihood increasingly overwhelms the prior. This captures the intuition that
the second observation seems to be much stronger evidence than the first case that 6 is in fact near
to 0.3.

Remark. This example illustrates the general effect at play in Bayesian inference: as we make more
observations of random variables dependent on our unknown parameter — as we gather more data,
effectively — the information we have about the unknown parameter and we revise our beliefs accordingly.

6.2 Conjugate priors
We start off now by introducing the notion of conjugacy.

Definition 6.2. Consider a model (L(#,z))pco zcx. We say that a family of prior distributions
(my)~yer is conjugate if

VyeT,z € X F(x) s.t. my(- | ) = T3y (+),
i.e. all posteriors also belong to the family.

We say the prior and the posterior are conjugate distributions, and the prior is a conjugate
prior for the likelihood L.

In other words, a conjugate prior is a prior which, when combined with the likelihood, produces a
posterior distribution in the same family as the prior.

Examples. See the handwritten notes for two example of conjugate priors; the first on the Gamma
prior for the Gaussian distribution, and the second on the Beta prior for the binomial distribution.

It turns out exponential families have precisely this property!

Proposition 6.3 (Conjugate priors for exponential families). Suppose

k
L(0,z) = h(z)exp 4 > _n:(0)T;(z) — B(0)
=1
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defines a k-parameter exponential family. Then the distributions of the form
k
7y (0) o< exp 4 Y0 B(0) + Y _vini(6) ¢,
i=1

for parameters v = (v0,71,--.,7k) are a conjugate prior family.
Proof. Exercise. O

Example. Let X = (Xi,...,X,,) be a sample of i.i.d. Po(f) random variables, so the (joint)
likelihood is
L(0,z) xx exp(—nb + T'(x) log 0)

where T'(z) = > | ;. So the natural conjugate prior is of the form
7(0) o< exp(yof + 71 log 6.
(Note this is normalisable iff 79 < 0 and v; > —1.)
Writing 8 = —v and a = 1 +1, we have 7(6) o 82~ 'e~5% which is the pdf of a I'(a, 3) distribution.

We can easily see that the posterior distribution is I'(a + T'(x), 8 + n). So indeed the Gamma
distribution is a conjugate prior (for the Poisson likelihood).

6.3 Improper priors

So far both the prior and the posterior functions have been probability densities (or mass functions).
This is natural given the origin in Bayes’ Theorem, but in fact we do not require that the prior be a
‘real’ probability distribution for the posterior to exist and be well-defined.

Definition 6.4. We say that a pdf/pmf 7 is an émproper prior if it has infinite mass:
/ T(0)df = 0, 7(8)>0V8 €O
e

(as usual replacing integrals with sums if necessary).

A posterior distribution (6 | ) can be defined as usual as soon as

/ f(z,0)7(0) dé < oo almost surely in x.
e

Examples.

1. Likelihood X | pr ~ N(g,1) and prior m(p) = 1 Vi € R. In this case log7(p | ) = —%(z —
w)? + constant, i.e. the posterior distribution is N(x, 1).

2. Likelihood X | p ~ Bin(n,p) and prior 7(p) = [p(1 — p)]~! (this is the Haldane prior). The
posterior is 7(p | ) o< p*~ (1 —p)" =1 which is improper iff x = 0 or & = n; so the posterior
is not always well-defined.

Exercise. If X is discrete and can take only finitely many values, say {z1,...,2ny} = X, show that
we can’t use an improper prior.

Hint: try proving that the marginal likelihood cannot be finite for all e = 1,..., N.
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Does this argument work for X countably infinite? (Try X ~ Po()\),7(\) = A1)
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Chapter 7

Non-Informative Priors

We’ve just seen that priors don’t always have to be probability distributions. When may we want to
make use of this?

We're used to the notion of a subjective prior, a distribution representing our prior knowledge about
the parameter before any data is collected. With this approach, we may try different priors representing
different ‘points of view’.

This is in contrast to the concept of an objective prior (a non-informative prior) which we’ll explore
in this chapter. This is a prior which is somehow ‘automatic’, reflecting the lack of any initial knowledge
about the parameter — and crucially may have no probabilistic interpretation, so doesn’t have to be a
valid probability distribution. Non-informative priors can be used when little or no reliable information
is available.

There are several approaches for defining a non-informative prior, three of which we’ll mention here.
7.1 Uniform priors

Definition 7.1. The uniform prior is the prior 7(6) = 1 V6.

Remark. Note this is just the Lebesgue measure on © (in the continuous case).

This is the obvious, naive representation of lack of information; every value being equally likely. Under

this prior, the posterior is
L6, x)

(0| ) = W7

so is defined as long as [o L(f,2)df < co almost surely in .
Example. Let X ~ Exp(f) and n(f#) = 1. The marginal likelihood is foe e~970 d# which is finite
for all x > 0, so the posterior is well-defined. But does it have nice properties?

Let n =log 6. Then the prior for 7 is

i) = n(6(n) G = 7 =" # 1.

We see that reparametrising means the prior isn’t flat anymore; in fact, as a prior in 7, 7 is very
informative (large values are much more likely than small ones).
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7.2 Jeffrey’s prior

The last example motivates the construction of a prior that does not depend on the parametrisation.

Definition 7.2. Jeffrey’s prior is given, in the one-dimensional case, by
m(0) o< /Iy

where Iy = Eg[;—;e(& x)] is the Fisher information.

Remark. Why does this work? If 8 = g(+) for some continuously differentiable function g then the

reparametrised prior is
#(0) o< w(g(¥)lg' ()| = V/Tolg' ().

Recall that Iy = (g'(¢))*1s, so /Ty = VIg|g'(1)|. Hence 7(1)) ox \/I.

So indeed Jeffrey’s prior is invariant under reparametrisation.

7.2.1 Jeffrey’s prior in higher dimensions

This definition generalises naturally to higher dimensions:

Definition 7.3. The k-dimensional Jeffrey’s prior is given by
() o« [Io|'/?,

where |Iy| = detIp and Iy is the Fisher information matrix, so under the standard regularity

assumptions (Ip);; = —Eq [(%0?2916(9,1‘)].

It is easy to check that this is indeed invariant under one-to-one reparametrisation.

Example. Suppose X ~ Po(}), so that f(z,A) = ¢ Af‘z forx =0,1,2,....

x

Then Jeffrey’s prior is

T(X) o VIx (V) = VE[(C'(A, X))?]

Note this is an improper prior.
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7.3 Maximum entropy prior

Another possible approach for constructing a non-informative prior is inspired by information theory.

Definition 7.4. The entropy of a pdf/pmf 7 is defined as

Ent[r] = — /@ () log m(6) d6.

As always, replace the integral with a sum if 7 is a pmf.

Remark. In the continuous case, entropy is often referred to as the differential entropy.

Intuitively, entropy is a measure of the uncertainty of a distribution. A large entropy means the space is
well-explored at all scales.

For a non-informative prior, then, it makes sense to pick the function that mazimises the entropy subject
to any relevant constraints (e.g. a fixed mean).

Example. Suppose we wish to find the distribution 7 which maximises Ent[n] on © = R subject
to the constraints

h 7(0)df =1, h Or(0)dd = . and h (0 — )7 (h) df = o
/. [ /.

for fixed p, o2

The solution is 7(6) = \/2;75(9*#)2/202_

information-theoretic techniques (a proof is seen on a problem sheet in the Information Theory
course).

This can be shown using variational calculus or using

Thus the Gaussian distribution is the maximum-entropy distribution for the real line.

Remark. The maximum entropy distribution does not always exist (for example the class of distributions
may have unbounded entropy).

The previous example leads us to a more general theorem, which we shall not prove:

Theorem 7.5. The density m(0) that mazimises Ent[n] subject to E[T;(0)] =t; forj =1,...,p
takes the p-parameter exponential family form

p
7(0) x exp Z ATi(0)| VO €0,
i=1

where Aq,..., A, are determined by the constraints.

Proof. Omitted; see Leonard and Hsu for a proof. O

Example (continued). In the example above, our two constraints were E[T} (0)] = u and E[T5(0)] =
o2, where T1(0) = 0 and T»(0) = (6 — u)?.

The above theorem then gives that the maximum-entropy prior is of the form m(0) o< exp(A16+ A+
2(6 — p)?). The two constraints then imply that A; = 0 and Ay = —513, thus giving the Gaussian

distribution we just saw.
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Example. Suppose ag < a1 < --- < ap, and 0 € (ag, ap).

Consider the constraints 7(0 € (a;_1,a;]) = ¢; for j = 1,...,p. This is equivalent to requiring
E[T;(0)] = ¢; for j =1,...,p, where T}(0) = 1(a,_,<p<a,}-

Under these conditions the maximum-entropy distribution is of the form

N

p
7(0) o exp Z Ajlia; 1<0<as} |5 0
j=1

0 < ap.

Hence gy is piecewise constant on the intervals (a;, a;4+1].
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Chapter 8

Predictive Distributions

We move on now towards applications of Bayesian inference. Let us briefly touch on how we can make
predictions for new datapoints.

Definition 8.1. If X,..., X, X,, 41 are i.i.d. obsevations from the distribution f(x,8), with prior
7(0), then the posterior predictive distribution is

f@nia |0) = [ F@nra,0)n(0] 2)do
where here z = (21, ...,2,).

Thus the predictive distribution describes the distribution of a new observation given all the observations
we’ve already made.

Examples.

1. Poisson likelihood, Gamma prior. Suppose Y ~ Po(f) and that our prior for 6 is a I'(«, 3)
distribution.

The marginal likelihood for this model is

o0 Yy le%
m(y) = / e_’\)\——ﬁ A Le=AA g,
0

y' ()
On the other hand, we can use that 7(0 | y) = %, so m(y) = %. We have seen

previously that in this setting the posterior is (8 | y) ~ I'(aw +y, 8+ 1). Hence

e 9Y Bre Pl
() (=)
m(y) = (,3+1)a+y9a+y—1e—(ﬁ+1)9
( T'(a+y) )

e () ()

which is the pmf of a NegBin(«, ) distribution.

Thus we have shown that the densities/masses of the Poisson, Gamma and negative binomial
distributions are related by

PNegBin (¥; @, B) =/ pro(y;0) - pr(b; o, §) d6.
0
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Hence the predictive distribution has pmf

T(Ynt1 | Y) = / PPo(Yn+1;0)pr(0; o + Xy;, B8+ n) d0 = pNegBin(Yn+1; ¢ + Xyi, B+ n),
0

so is a negative binomial distribution with parameters o+ >, y; and 8 + n.

2. Gaussian with known variance.

Suppose now that Xi,...

, Xpy1 are iid. N(6,02)

random variables, where o2 is known, and that our prior distribution for the mean is 6 ~
N (o, 02). We want to predict X, 11, having seen Xi,..., X,.

The posterior after the first n observations is

(0| 2) x w(0)p(zx | §) x exp

where, by completing the square, we find that u,, =

1(1 1
cCexp | =5 0_7(2)( *M)Q*ﬁ
1
& exp —ﬁ( —Mn)Q]
n
oy poto 2>

nox — -2 —
=12 and 0,% = 05 +no 2.

=2 —
[y +no

(Observe that if 02 = o2 then the prior has the same weight as that of a single extra observa-

tion.)

So 0| X ~ N(un,02) and X, 41 | 0 ~ N(0,0%). We can rewrite these two facts as

0=pn+0o,7, Xpr1=0+0Y

for some independent Y, Z ~ N(0,1), and so X, 41 = pn + 0pZ + Y. Thus X, 41 | X ~

N (i, 0® + a2).

(We could also have arrived at this last result by directly integrating the densities; our method
was just an equivalent and simpler approach in this case.)
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Chapter 9

Heirarchical Models

In certain situations, the data we are modelling has a natural heirarchical structure. We illustrate this
first with an extended example.

Example (Study of cardiac treatment across different hospitals). Consider the dataset in
fig. 9.1 consisting of mortality rates in infant cardiac surgery across I = 12 hospitals. Each hospital
i conducts n; surgeries, Y; of which result in death. We use the natural model for the number of
deaths at each hospital as Y; ~ Bin(n,, 6;), where 6; is an unknown parameter.

How do we model the mean mortality rates 8 = (01, ...,6012)7

Three broad approaches come to mind:

e Identical parameters. We assume all the 6; are identical. This ignores the structure of the
problem and pools all the data. In this case this means we’re assuming the surgery success
rate doesn’t depend on which hospital conducts the surgery.

e Independent parameters. We assume all the 6; are independent, i.e. entirely unrelated.
The results from each unit can be analysed independently. In this case this means we’re
assuming there is nothing similar about the surgery at different hospitals, and the failure rates
at different hospitals don’t depend on each other in any way.

e Exchangeable parameters. We assume the 6; are similar; no one hospital is a priori any
better than another. We’ll discuss this more later.

Let’s see how the first two approaches can work in this situation, where relevant examining our
estimates for hospitals A and H in particular:

e All ; equal (frequentist approach). The model is Y; ~ Bin(n;,0) for each 4, so > Y; ~
Bin(3 ni, 0). Thus the MLE for 0 is 0 = &2 = 0.0739.

e Independent 6; (frequentist approach). The model is Y; ~ Bin(n;, §;) independently for
each i. The MLE for each 6; is 6, = Z—i So in particular 84 = 0 and g = 0.1442.

e All §; equal (Bayesian approach). The model is Y; | § ~ Bin(n;, 6) for each i, and we’ll
use the prior # ~ Beta(a,b) with a = 4 and b = 46. (We choose the Beta distribution since
it’s a conjugate prior for the binomial distribution; and the choice of parameters a,b will be

discussed later.) The posterior mean of 6 is then % = 0.0740.

e Independent 6; (Bayesian approach). The model is Y; | 6; ~ Bin(n;,6;) independently
for each 4, with i.i.d. priors 0; ~ Beta(a,b). The posterior mean for each 6; is then nf’j_Ziﬁ
which takes value 0.0412 for hospital A and 0.1321 for hospital H. '
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Yi 0 18 8 46 8 13 9 31 14 8 29 24 208

n; a7 148 119 810 211 196 148 215 207 97 256 360 2814

Figure 9.1: Number of infant cardiac surgeries and number of mortalities across 12 hospitals.

The first method (frequentist, equal parameters) gives some pretty unlikely results (e.g. the observed
death rate for hospital H is not probably given our estimated 6), and the second method (frequentist,
independent parameters) totally ignores data from other hospitals when estimating 6; for a particular
hospital; but this is the same medical procedure, so this is unnatural.

The third method (Bayesian, equal parameters) has the same problem as in the frequentist setting,
but the last method (Bayesian, independent parameters drawn from the same distribution) seems to
address these issues; the parameters are different for each hospital, but are all drawn from the same
distribution, whose parameters can be inferred from the entire dataset.

This is what we mean by a natural heirarchical structure.
How can we estimate the parameters, then, of the shared prior distribution?

Example (continued). In the example above, the approach we settled on models the 6; as drawn
independently from a Beta(a, b) distribution. How do we estimate the parameters (a, b)?

e Approximate empirical Bayes approach. The most obvious way to estimate (a,b) is to
use a standard frequentist technique; the method of moments. In this context, this means we
pick (a,b) so that the prior distribution has the same mean and variance as the sample mean
and sample variance of the observed maximum likelihood estimates for the parameters 6;.
Specifically, we calculate r; = y;/n; for each hospital (this is the observed mortality rate; the
MLE for 6;) and we calculate the sample mean and sample variance of the set {ry,...,r12};
and then solve for @, b such that Beta(a, IS) has the same mean and variance.

(Then we use Beta(a, 5) as our shared prior for the 6;, to obtain the posterior distribution
w(0; | a,b,y;) for each 0; as described above.)

This approach is reasonable, but we have the problem that we’re using the same data twice — once
to pick a, i)) and once to find the individual posteriors for the #;. This leads to overconfidence in
the posterior distributions! Moreover, we’re making a fixed choice of (&, l;) and working with that
choice, so the posterior distributions we derive will not reflect the inherent uncertainty in the values
of the parameters (a, b).

This motivates a more subtle approach that is Bayesian through and through!

e Heirarchical Bayesian model. We may instead assume a joint probability model for
(0,a,b). In other words, now 6, a and b are all treated as random variables.

As before (except now treating these explicitly as conditional distributions) we say 6; | (a,b) ~
Beta(a, b) independently for each ¢, and we now also model the marginal distribution of (a, b)
as (a,b) ~ p(a,b). This is effectively a prior distribution for (a,b); we call it the hyperprior.

In summary, our heirarchical model has three layers:
— Level 1: Y; | 6; ~ Bin(n,, 6;) independently for each i;
— Level 2: 6; | (a,b) ~ Beta(a, b) independently for each i;
— Level 3: (a,b) ~ p(a,b) for some hyperprior distribution p(a,b).
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Note that the 0; are now not independent, but they are conditionally independent given a, b.

The empirical Bayes approach will be discussed in more detail later in the course; the heirarchical Bayes
approach can be defined in generality as follows:

Definition 9.1. A heirarchical Bayesian model introduces a vector ¢ of hyperparameters
with a hyperprior distribution p(¢); the vector € of parameters we are interested in is modelled as
having conditionally independent entries given ¢.

The joint prior distribution is p(0,¢) = p(0 | ¢)p(¢) and the joint posterior distribution is
p(0,9 | y) <p(y | 0,0)p(0,8) =p(y | O)p(0 | $)p(¢).

Example (continued). In the case of the hospital data, the joint posterior distribution is

p(0,a,b]y) < p(y | 0)p(0 | a,b)p(a,b)

I I
= ([T 16 | | [TP@: | a.b) | p(a,b)

i=1 i=1

f[ayi 1—6;)mv f[ L@ 40) g1y _ g,yp1 b
oS 1 7 ( i) iﬂm A ) p(a,b).

Thus we have )
p(9 | a, b, y) o Heiﬂ«eri*l(l _ ei)b—i-ni—y,i—l
i=1

(all we did here was drop factors that depend only on a, b).
This shows that, given a, b, the #; have independent beta posteriors.

On the other hand, the posterior for (a,b) is

_ L T(a+5) T+ ni — y)T(a +y,)
p(a,b | y) o pla,b)p(y | a,b) = p(a,b) 1;[1 TaT® Tefbing

7

See the handwritten lecture slides for plots of these distributions.

Remark. How can we generate new datapoints using the joint posterior p(6, ¢ | y) in general?

We can use the existing data to first draw possible parameters from the current posterior and then draw
new datapoints given the chosen parameters:

1. Draw ¢ ~ p(¢ | y).
2. Draw 0 ~ p(0 | &,y).

3. Draw predictive values § from p(y | 0).

In the model we’ve seen, the parameters 6; were conditionally independent given the hyperparameter
vector ¢.

This is a special case of a property that is in general desirable:

Definition 9.2. The distribution of a random vector § = (64, ...,0;) is symmetric, or exchange-
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able, if
d
(01,...,9[) = (00(1),...,90(1))

for any permutation o.

Intuitively, this says that ‘no one parameter is a priori to be treated differently from any of the other
parameters’.

Let’s see that conditional independence indeed satisfies this property:

Proposition 9.3. If 0 = (61,...,01) has (prior) distribution

I
o6) = [ TI76:19)| gtwyaw
=1

for some ¢ with distribution g(v), i.e. the 6; are conditionally independent given 1, then the
distribution of 6 is exchangeable (symmetric).

Proof. Exercise. O

In fact, this is sufficient:

Theorem 9.4 (De Finetti). All exchangeable sequences are of the above form in the large sample
limit.

Proof. Omitted. O

9.1 Gaussian data example

See the handwritten course slides for an extended example of heirarchical modelling with Gaussian-
distributed data.
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Chapter 10

Decision Theory

Throughout this course we have been exploring ways of estimating parameters, predicting new values,
or inferring probability distributions. In the past we have come across hypothesis testing (which we’ll
explore again at the end of this course). All of these are examples of making decisions based on data. In
this section we develop this into a formal theory.

10.1 Basic framework and admissibility

As usual, we will assume a data model X | 6 ~ f(x,0) for some parametric family {f(z,0) : 0 € ©},
where © is our parameter space.

We will introduce additionally now:

e An action (or decision) space A. Typical examples include A = {0,1} for selecting a hypoth-
esis, or A = g(0) for estimating a function g() of a parameter.

e A loss function L: 0O x A — R,. Given an action a € A, if the true parameter is 6 € © we incur
loss L(6,a).

e A set of decision rules D C {§: X — A}. A decision rule J specifies which action we take given
observation r € X.

With these in mind, we define our first measure of ‘how bad’ a decision rule is:
Definition 10.1. For a given rule § € D and parameter 6 € O, the (frequentist) risk is
R(0,9) = Eo[L(0,6(X))] = /X L(6,0(z)) f(x,0) dx.
This is the expected loss assuming the true parameter is 6.

Examples.

e Estimation: §(z) is an estimator of § € R* and L(,a) = ||la — 6||?, so that R(#,6) =
Eo[/[6(X) — 6][°]-
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e Testing: we test 6 € Hy against § € H;. In this case A ={0,1} and

1 iffeHp,a=1
L(0,a) =<1 iffeHi,a=0,

0 otherwise.

The risk is then just the probability of the wrong decision:

Pp(0(X)=0) if 0 € H,q,
=1

k(6,9) = {Pg(é(X) ) it 6 € Ho.

These are the Type I/II error probabilities respectively.

10.1.1 Admissibility

Let’s see how we might compare decision rules.

Definition 10.2. We say that do strictly dominates 6, if
R(0,61) = R(0,92) V0 € ©
and R(6,01) > R(6,02) for at least some 6.
A procedure 07 is inadmissible if there exists do such that Jo strictly dominates d;.

We define admissible to simply mean not inadmissible.

Example. Suppose X ~ U[0,6]. Let D = {estimators of the form 6(x) = az} (so this is a family
indexed by a).

Using the quadratic loss, the risk will in general be

~ o0 9 1 &3 2
R(0,0) = (ax —0)° - —dx=(— —a+1)0
0 0 3

which is minimised at a = 3/2. Thus 0(z) = ax is inadmissible for all a # 3/2.

So a = 3/2 is a necessary condition for 6 to be admissible for quadratic loss; but we have not shown

that 0(x) = 3z is admissible!

Remark. Note that being admissible is a fairly weak requirement; it is simply the absence of another
property.
Remark. We will later see that some natural estimators are in fact inadmissible (see chapter 11).

10.2 Minimax rules and Bayes rules

We now further explore notions of ‘best possible’ decision rules.

Definition 10.3. A rule ¢ is a minimaz rule if

sup R(60,6) < sup R(0,4") V&' € D.
0 0
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It minimises the maximum risk:

0" = argmingcp sup R(6, 9).
0€O

Intuitively, a minimax rule does best in the worst case scenario. This can often still mean poor perfor-
mance on average; see the handwritten notes (lecture 10.2) for some diagrams showing why this might
be the case.

Given a prior belief about the parameter #, a more natural choice of rule emerges.

Definition 10.4. The Bayes integrated risk for a decision rule § and a prior 7() is

r(m,d) ::/eR(G,(;)ﬂ'(Q) dé

A decision rule ¢ is said to be a Bayes rule w.r.t. « if it minimises the Bayes risk:
d) = inf &) = my.
r(m,8) = nf r(m,&") = mx
In the case that the infimum is not attained, we define the following;:

Definition 10.5. Given € > 0, if a decision rule J. is such that
r(m d:) < my + ¢,
then §. is said to be an e-Bayes rule w.r.t. .

A rule ¢ is said to be an extended Bayes rule if for all ¢ > 0 there is some prior m with respect
to which it is e-Bayes.

Let’s see another way of looking at Bayes rules.

Definition 10.6. The expected posterior loss of a rule § w.r.t. a prior « is

Az) = /@L(F),(S(:r))ﬂ(@ | z)df

Proposition 10.7. A Bayes rule minimises the expected posterior loss.

Proof. The Bayes risk is

r(ﬂ,d):/ R(0, dH_// L(6,0(x ,z)m(0) dz d
// L(6,6(x))mw(0 | z)h(x)dxd

- [ >/ (6,6(e))(0 | 2) 40 e
= /h(x)A(x) dz
so to minimise r(m, J), for each x pick d(x) to minimise A(z). O

Now we turn to a version of admissibility that takes into account our prior:
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Definition 10.8. A rule §* is said to be m-admissible if for all rules §,

R(0,5) < R(0,6") V0 € © = n({0:7(0,6) < R(6,6%)}) = 0.

In other words, we now don’t care if there is a rule whose risk is less under some parameter unless that
parameter could actually occur, with positive probability, according to our prior.

Theorem 10.9. A Bayes rule w.r.t. w is w-admissible.

Proof. By contradiction. If a Bayes rule ¢* is not m-admissible, there is some ¢ s.t. R(6,0) <
R(60,6*) VO and 7(As) > 0, where As := {6 : R(0,5) < R(#,6*)}, and so

r(m,8) — r(m,6%) :/

[R(0,5) — R(0,5")|x(0) 40 + / [R(6,8) — R(0,5")|x(60) 4
As

Ag

= / [R(0,6) — R(0,0%)]w(0)d8 < 0
As
(since the integrand is negative). This contradicts that ¢* is Bayes.
(Note this argument requires a little measure-theoretic justification.) O
Proposition 10.10 (Bayes rules and admissibility). Let 6™ be a Bayes rule w.r.t. m with finite

Bayes risk. Then

1. If 0™ is unique then it is admissible.

2. If 0 — R(0,0) is continuous for all 6 and 7 has a positive density w.r.t. the Lebesque measure,
then 0™ is admissible.

Proof.

1. If ™ is not admissible then there is some § such that R(6,0) < R(6,0™) V6 € © and R(0,9) <
R(6,6™) for some 6. This implies r(m, ) < r(m,d™), so 6 must also be Bayes, so by uniqueness
0 = 6™, contradicting the definition of §. So 4™ is admissible.

2. As above, if §™ is not admissible then there is some § such that R(6,9) < R(0,d™) V6 € © and
As # (0, where As :== {0 : R(0,6) < R(0,6™)}.

Since 0 — R(0,6) — R(#,9™) is continuous, As must contain an open set. So 7(A4s) > 0. A
contradiction!

O
10.3 Finite decision problems

Definition 10.11. A decision problem is said to be finite when © is finite. We write © =
(61,...,0k).

In the case of a finite decision problem, the notions of admissibility, minimax and Bayes rules can be
given geometric interpretations.

Definition 10.12. The risk set S C R¥ is the set of points {(R(6y,9),..., R(0),0)) : 6 € D}.

Lemma 10.13. S is a convex set.
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Proof. Let 1,02 € D be two rules. Take o € (0,1). Then define a randomized rule as follows:

5 (z) = 51 (z) WTth prob «,
d2(x) with prob 1 — a.

Then R(6,6") = aR(0,01) + (1 — «)R(8,2). So the convex combination is a valid decision rule. [

10.3.1 The case £k =2

The two-dimensional case (i.e. there are two possible parameters) is particularly interesting. See the
handwritten notes for some exciting diagrams.

10.4 Relating Bayes to minimax

Theorem 10.14. If ¢ is a Bayes rule w.r.t. 7 with r(7,8) = ¢ and &g is a rule such that
maxy R(0,d0) = ¢, then §o is minimaz.

Proof. If for some other rule ¢’ we have maxy R(6,6") = ¢ — € for some € > 0 (so ¢ is not minimax)
then

r(m, ') = /R(G,CS’)W(G) dé
< /(c —e)m(0)do

=c—e<r(md)

so d is not a Bayes rule. O

Theorem 10.15. If § is a Bayes rule w.r.t. 7 such that R(0,5) does not depend on 8, then 4 is
MINIMAx.

Proof. Let R(0,6) = ¢ V6. Then r(m,d) = [en(0)dl = c.
If there exists ¢ with maxy R(0,d’) = ¢ — € for some £ > 0 (so § is not minimax) then r(m,d") <
¢c—¢e <c=r(m0), giving us our contradiction. O

Remark. In other words, the Bayes estimator with constant risk is minimaz.

Example (Minimax estimator for quadratic loss.). Suppose X ~ Bin(n,d) and 7(f) ~
Beta(a, ).

a+X
a+pB+n

The Bayes estimator is = (this is the posterior mean). This gives risk

R(8,0) = Eo[(0 — 6)%] = MSE(9)
= (Bias(6))? + Var(f)

2
a+ X a+ X
_lQ—EQ(a+B+n> +Var(a+ﬁ+n)

:[9_ a+n9}2 né(1 - 6)

at+B+n (a+B+mn)?
_ a+B) —a]? +n0(1 - 0)
[+ B +n)? '

We can see that if « = 8 = /n/2 then this is constant in . Hence the minimax estimator for
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: Lo ThV/n/2
quadratic loss is vyt

10.5 Point estimation

In the setting of point estimation (coming up with a best guess for a parameter, as we’ve been doing a
lot in this course) there are three common loss functions:

a if|0—0]>b,

] where a, b are
0 otherwise

Definition 10.16. The zero-one loss is of the form L(0,0) = {

positive constants.
The absolute error loss is of the form L(6,0) = k|0 — 6| where k is a positive constant.
The quadratic loss is of the form L(6,6) = k(6 — 6)% where k is a positive constant.

Remark. See the handwritten notes (lecture 10.5) for diagrams of these loss functions.

Let’s see what the Bayes estimate (Bayes rule) is for each of these losses, by minimising the expected
posterior loss.
Proposition 10.17. The Bayes estimate under the:
1. zero-one loss with interval radius b tends to the posterior mode as b — 0;
2. absolute error loss is the posterior median;

3. quadratic loss is the posterior mean.

Proof.

1. The expected posterior loss is
Ag) = / (0| 2)L(0,6) o

:a/;o 77(9m)d9+a/é_b7r(9|x)d9

—+b —00

O+b
ocl—/ (60 | 2)d6.
0-b

So the Bayes rule is to choose 6(z) to maximise fégjbb w(0 | x)dé.

If 7(0 | x) is unimodal then this @ is the midpoint of the unique interval of length 2b on which
m(0 | x) takes the same value at both ends.

So as b — 0, 6 tends towards the posterior mode.

2. The expected posterior loss is

Ax) = /OO 10— 0170 | 2)do

Page 46 of 63



Foundations of Statistical Inference 10. Decision Theory

so that

a o N oo )
S Aw) = /_OO 216~ 0l(0 | 2) b = /_Oo(—l)%>e7r(9 | 2)do
6 o
:/ 0| a:)dH—/ (0| 2)do
—0o0 6
S0, setting this to zero, A is minimised when
é o
/ (6| xz)db :ﬁ (6| z)db,
—o0 0
i.e. 0 is the median of 7(6 | ).
3. The expected posterior loss is
A(z) =E[(0 - 0)* | X = a]
=E[(f — pie + pte — 0)? | X = 2] where p, is the posterior mean
= (ég — piz)” +2(9_N1)E[9_Mx | X = 2] + E[(0 — p)? | X =]
= (0 — piz)? 4 Var( | X = z).

So A is minimised when 6 = e, the posterior mean.
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Chapter 11

The James-Stein Estimator

In this chapter we explore an interesting paradox.

Assume that X; ~ N(u;, 1) are mutually independent unit-variance Gaussian random variables, and
write X = (X1,...,X,) and g = (f1,. .., 4p). The goal is to estimate u from a single observation X.

We know the maximum likelihood estimate is jiyg = X, and we have seen that this is the MVUE.

Is this estimate admissible (for, say, quadratic loss)? For p > 3, the answer is no!

Theorem 11.1 (Stein’s Paradox). The James-Stein estimator

N p—2
fse = |1 — =g | X
( LX?)

strictly dominates fivLg for quadratic loss.

(We will prove this shortly.)

Corollary 11.2. Ifp > 3, jimLE %S tnadmissible for quadratic loss.

Remark. This is very surprising! For instance, suppose you take measurements to estimate:

1. The average weight K of a kiwi at Tesco;
2. The average height G of a blade of grass in University Parks;

3. The average speed S of a bike going down Cornmarket Street.

These are totally unrelated quantities; but Stein’s paradox tells us that we get better estimates (on
average) for the vector (K, G,S) by simultaneously using the three measurements!

Let’s see how to prove this.

Lemma 11.3 (Stein’s Lemma). For independent Gaussian random variables X = (Xq,..., X))
with X; ~ N (pi,1) for each i, then for each i and for any bounded differentiable function h,

ah(X)]

E[(X: — u)h(X)) = B | 5=
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Proof. By the Tower Law,
E[(X; — pi)h(X)] = E [E[(X; — pi)h(X) [ {X; 5 #i}]] .

Using integration by parts,

E[(X; — ) h(X) | {X; :j #i}] = / " (i — pa)h(a)e™ @2 dg,

S ) /oo Oh(2) (~@i=n?/2 g,
Ti=—00 — 00 8951
Oh(X) .,
since h is bounded. Applying the Tower Law again gives the result. O

Proof of Stein’s Paradoz. Consider the family of estimators fijsg = (1 — ZaX?) X indexed by the
parameter a. These are called the James-Stein estimators.

Recalling that fyre = X, we get

(since Var(X;) = 1).

On the other hand, writing fi; == (1 — Z]aXf> X,

R(u, fiyse) = Z]E[(M — )7
" (Xi — ) Xi X7
=> | El(ni — Xi)*) = 20E | =5 | +@’E | ———;
i=1 25 X; (Z] XJQ)

Now the first term is just 1, since Var(X;) = 1, and by Stein’s Lemma,

. (Xi—m)XZ]: [a X; ]:E L XpoeE 1
X2 O0X. X2 2 X2 2
Z] J i Z] J (E; X?) Zy J (ZJ X?)

Putting this all together, we get

R(u, fiyse) = p — (2ap — 4a) E

1
%
=p—(2a(p—2) —d>E 1 .

> X7
This is minimised at a = p — 2, and is less than p for this value; this concludes the proof. O

Remark. The James-Stein estimator shrinks each component of X towards the origin. However, there

is of course nothing special about the origin; a similar estimator ,&(IgoE) =u+ (1 — ﬁ) (X — o)

can be defined which shrinks X towards an arbitrary point ug, and it can easily be shown that this also
strictly dominates fiprg. (See the handwritten notes for the details.)
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Exercise. Show that for some a the estimator X1,+ (1 - ) (X —X1,) strictly dominates

0 __
[1X=X1,]
fysg, where 1, = (1,...,1).

Remark. Observe that when [|X — puo||? < p — 2, the shinkage factor becomes negative. To avoid this
problem, we can define

+
N p—2
NJg(ﬁ+uo+(1H)(_W> (X — po)

(where T denotes the positive part), which strictly dominates ﬂ(]‘é‘fa))

It is worth noting that neither ﬂg’éi’p} nor ﬂg’é?E) , are admissible.

Example (Baseball example). Counsider the dataset in fig. 11.1, taken from Young and Smith.
It shows statistics from the 1998 baseball pre-season in the US for 17 top players. Our interest is in
predicting the home run strike rate of each player in the full season.

For each player i, Y; is the number of home runs out of n; times at bat in the pre-season. We
assume that home runs occur according to a binomial distribution, so that player ¢ has probability
p; of hitting a home run each time at bat, independently of other at bats and other players. Thus
Y; ~ Bin(ni, pi)-

Here p; is the true full-season strike rate (and Y;/n is the strike rate in the pre-season); the actual
values of p; as well as the actual number AB; of at bats of each player (in the full season) and the
actual number of home runs H R; are shown in the figure.

So, how might we estimate p; given just the pre-season statistics Y; and n; for each player? Obviously
the naive estimate is the MLE p; = Y;/n;. These give rise to the estimated number of home runs
HR; = pi - AB; (assuming we know the actual number of at bats, which of course at the time we
wouldn’t have). These values are shown in the figure.

The Stein paradox tells us we may be able to do better.

First transform the data, setting X; = f,.,(Yi/n;) where f,(y) :== n'/?sin"*(2y — 1). Then X; ~
N (pi, 1) for each 4, with p; = fr, (ps)-

We can then use the James-Stein estimator to estimate the means p;. Using the ‘improved version’
we just encountered, we set

for each i, where X =" X;/p and V = > (X; — X)? (here p = 17).

These estimates of the p; are shown in the figure, and transforming back will give us estimates HR,
for the number of home runs of each player, which are also shown.

We see that the James-Stein approach gives much better estimates on average! More precisely, the
James-Stein estimator achieves a lower aggrigate risk than the naive estimator, but allows increased
risk in estimation of individual components.
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Y, pi  AB X; JS; w: HR HR HR,
McGwire 7 58 0.138 509 —-656 -7.12 —618 70 61 50
Sosa 9 59 0103 643 590 —-671 -—-706 66 98 75
Griffey 4 74 0089 633 —948 —-895 —832 56 34 43
Castilla 7 84 0071 645 —9.03 —867 —944 46 54 61
Gonzalez 3 69 0074 606 —9.56 —9.01 —846 45 26 35
Galaragga 6 63 0079 555 —749 771 —794 44 53 48
Palmeiro 2 60 0070 619 —932 88 —804 43 21 28

Vaughn 10 54 0.066 609 -501 —-6.15 =773 40 113 78

Bonds 2 53 0.067 552 —-859 -840 -7.62 37 21 24
Bagwell 2 60 0.063 540 -932 886 —823 34 18 24
Piazza 4 66 0.057 561 —872 848 884 32 34 38
Thome 3 66 0.068 440 -9.27 883 847 30 20 25
Thomas 2 72 0050 58 -—-1049 -959 -952 29 16 28
T.Martinez 5 64 0.053 531 —-8.03 805 -—-886 28 41 41
Walker 3 42 0051 454 —-6.67 —-7.19 724 23 32 24
Burks 2 38 0.042 504 —683 -729 -715 21 27 19
Buhner 6 58 0062 244 —-698 —-738 =815 15 25 21

Figure 11.1: Data for 17 players in the 1998 baseball pre-season and full season taken from Young and
Smith.
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Chapter 12

Empirical Bayes Methods

We return now to our discussion of Bayes estimators (Bayes rules). While Bayes estimators have desirable
properties (the posterior mean, the Bayes estimator under quadratic loss, is often admissible), they can
be hard to calculate, in particular for the heirarchical models met in chapter 9.

This motivates the empirical Bayes approach.

12.1 Basic setup

Recall that a heirarchical Bayesian model consists of three ‘layers’: the likelihood X ~ f(z, 8) parametrised
by 6, the prior 6 ~ 7(0,1) parametrised by 1, and the hyperprior ¢ ~ g(v).

Definition 12.1. Empirical Bayes methods adapt the heirarchical Bayesian model by replacing
the hyperparameter vector v with a point-estimate ¢ derived from the data.

So we now just have the likelihood X ~ f(z,6) and the prior 6 ~ ¢ () = 7(6, ).
Remark. Empirical Bayes methods can be viewed as an approximation of a full heirarchical Bayes model
that allows us to avoid doing -integrals. One layer of the heirarchy has been ‘chopped off’.

Recall that we met this idea briefly in chapter 9 before heirarchical models were introduced.

The reduced model has posterior

(0| ) oc L9, x)m(0,4))

and a Bayes estimator éEB can be calculated using #(0 | ). So for quadratic loss, we have éEB =
J 07(6 | x)db, the posterior mean.

Remark. In this setting, the Bayes estimator is called an empirical Bayes estimator, or an EB
estimator.

12.2 Choice of point estimate

How can we choose our point estimate @2 of the hyperparameter? We have all the classical frequentist
techniques at our disposal. The two most obvious ways are:

e Use the MLE ¢ = argmax,p(z | 1) where

p( | ¥) = / L0, 2)m(6, 1) A6

is the marginal likelihood.
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e Use the method of moments: choose @2 such that 7 (6, 7,[3) has the same mean and variance as the
sample mean and sample variance of the MLEs of the 6;.

Example (Meta-analysis of studies of tumors in rodents). The data in fig. 12.1 shows the
number of rats with tumors, Y;, and the total number of rats n; in each of a number of previous
experiments on tumor growth, as well as the results of a new experiment which we are interested in
analysing.

As usual we’ll assume each Y; ~ Bin(n,,0;) independently, for parameters 6; which we want to
estimate. As our prior distribution we assume that 6; ~ Beta(a, 8) independently for each 4,
where «, 8 are hyperparameters. This choice of prior is natural as it is conjugate for the binomial
distribution: the posterior distribution, after observing the new experiment (14 rats, 4 with tumors)
will be 7(0 | y) = Beta(a + 4, 8 + 10).

Using an empirical Bayes approach with the method of moments goes as follows:

1. Compute the MLEs Y;/n; for the previous experiments i = 1,...,70.
2. Compute the sample mean and variance of these MLEs: m = 0.136 and v = 0.0106.

3. Pick &, /3 such that Beta(d,fi) has ‘matched moments’, i.e.

& ap
~ =m, = = = .
a+ g (G+8)2(a+B+1)

This solves to & = 1.4,3 = 8.6.

4. Calculate the Bayes estimate, which for the quadratic loss is the posterior mean. In this case
the posterior is 7(6 | y) = Beta(5.4,18.6) so the posterior mean is 0.225

This estimate is less than the maximum-likelihood estimate of éMLE = 4/14 we’d get based solely
on the current experiment, not taking into account past experiments.

Previous experiments:
0/20 0/20 0/20 0/20 0/20 0/20 0/20 0/19 0/19 0/19
0/19 0/18 0/18 0/17 1/20 1/20 1/20 1/20 1/19 1/19
1/18 1/18 2/25 2/24 2/23 2/20 2/20 2/20 2/20 2/20
2/20 1/10  5/49 2/19 5/46 3/27 2/17 7/49 7/47  3/20
3/20  2/13  9/48 10/50 4/20 4/20  4/20  4/20  4/20 4/20
4/20 10/48 4/19 4/19  4/19 5/22 11/46 12/49 5/20 5/20
6/23 5/19 6/22 6/20 6/20 6/20 16/52 15/47 15/46 9/24

Current experiment:
4/14

Figure 12.1: Data on tumor incidence in historical control groups and current group of rats, from Tarone
1982. The table displays the values y;/n;: (number of rats with tumors)/(total number of rats).

12.3 James-Stein and empirical Bayes

Suppose we have Xi,...,X, ~ N(0;,1) as in the setup for the James-Stein estimator. Given one
observation x; per parameter #; we wish to estimate the parameters 6;.

Proposition 12.2. The James-Stein estimator can be intepreted as an empirical Bayes estimator.

(Specifically, for a = p it’s the EB estimator for quadratic loss when using a mean-zero Gaussian
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prior whose variance is estimated using mazimum likelihood.)

Proof. We wish to construct an EB estimator for quadratic loss. There is some freedom of choice of
prior, but we will assume as our prior that 6; are drawn independently from a N(0,72) distribution.

Given 7, then, we have 0; | (z;,7%) ~ N (:r”l%, %) This can be calculated by completing the

square.
To estimate 7, then, we can compute the marginal likelihood of X; given 7:
X; | 2 ~ N(0,7% + 1) independently for each i.

This is maximised by 72 = % ?:1(X12 —1). (This is from the standard result for the MLE for the

variance of a Gaussian distribution).

2 +2

So the estimated posterior distribution is 6; | z; ~ N (x”lﬁ, W) Thus the Bayes estimator for

quadratic loss, i.e. the posterior mean, is

1NP 2
. 72 (32 x3) -1 p
s = X; — =X =X;|1- .
EB,i 11+72 i 1 P Xj2 1 ZXJQ

p L=j=1

This is the James-Stein estimator with a = p. O

Remark. This is not the minimum James-Stein estimator (with a = p — 2) but it does strictly dominate
the MLE for all §. The James-Stein estimator with ¢ = p — 2 can be recovered by using moment
estimators (see Young and Smith section 3.5).

Example. Suppose that X; ~ Po(6;) independently for i = 1,...,p.

The maximum-likelihood estimate for each 6; would be simply x;. Let’s follow roughly the same
empirical Bayes approach as above to find a better estimator (similar to the James-Stein estimator).

As a prior we assume that 6; are i.i.d. Exp()\), so that 7(6; | A) = Ae=*% for each i and X is a
hyperparameter to be estimated.

The marginal likelihood for A is, for a single data point 1,

e %07 s 1\ A A
Pl N = [ dei_(w> MNGeom(M)

So given A the X; are marginally i.i.d. Geom (HAA) with mean A1,

n

I~

So the maximum marginal likelihood estimator is A=

Hence our empirical Bayes approximation gives marginal posterior
~ P N .
ﬁ(@ | x) X L(e, x)7r(9, )\) = H e_eiefi)\e—)\&;-

i=1

We recognise from this expression that ; | #; ~ I'(z; + 1, A + 1) for each i. So the EB estimator is
the approximated posterior mean,
« z; +1 z; +1 1 _ T

é i = = = =% =2 = gBy= P o= .
e W T+1 T+1 " T+l
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This has the effect of shrinking the MLE estimates towards the mean .

Remark. We see that the empirical Bayes approach tends to pull the estimates towards the common
mean. This is true in general for models with exchangeable parameters.

Note also that, as mentioned in chapter 9, one drawback of the empirical Bayes approach is that we're
potentially using the same data twice, leading to overfitting.

12.4 Non-parametric empirical Bayes

So far we have estimated a hyperprior distribution by finding a point estimate for the hyperparameter.
We could instead estimate the hyperprior (or marginal) distribution directly from the data. This is
known as non-parametric empirical Bayes. One such method is illustrated below.

Example. Suppose Y; ~ Po(6;) independently. Assume that the parameters 6; are drawn indepen-
dently from some distribution 7 whose form we do not know.

The posterior mean is

6= El6: | ¥ = [ om0 Y a0

S () n(0) a0

= — by Bayes’ Theorem
S (%55 ) n(0) a6
Y: + Dp(Y: +1)
p(Y7)

where p(y) is the marginal pmf.

Robbin’s method is then to approximate the marginal pmf p(y) by the actual number of observed
datapoints equal to y. So in this case
(i +Dpyi +1)  (wi+ 1) iy =y + 1}

W= P(y:) N {5y = i}l
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Chapter 13

Bayesian Hypothesis Tests

We close by applying our Bayesian theory to hypothesis testing.

Throughout this chapter we assume X = (X,...,X,,) are i.i.d. random variables with X; ~ f(x;80) for
each i.

13.1 Simple hypotheses
Suppose we wish to test the hypothesis Hy : 6 = 6y against the alternative Hy : 0 = 6.

We'll use the decision rule ¢, where C' is some critical region, defined by

s (,1') . H, ifze(C,
© B Hy otherwise.

We write a = P(reject Hy | Hy) and 8 = P(accept Hy | Hy) for the Type I and Type II error
probabilities respectively.

Our choice of loss function will be the obvious one:

e if0=0
L6 0c(=) = {b]l ;C it0 = 6,

Lemma 13.1. The rule 0¢ has risk R(6p,dc) = aa for 8y and R(01,¢) = b for 6;.
Proof. We have
R(00,6¢) = /L(Ho,éc(x))f(x,ﬁo)dx

= /a]lxecf(x, 0) dx

a/ f(z,00)dzx
zeC
ax

by definition of a;, and the proof for 8, is indentical. O

To calculate the Bayes risk we need a prior m. Let w(6p) = po and 7(61) = p1 be the prior probabilities
that Hy and H; hold, respectively.
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Lemma 13.2. The Bayes risk for 0c under the prior m is
r(m,0c) = poac(C) + p1bB(C).

Proof. Trivial, by calculating the expected risk. O

Remark. Note here that we write a = o(C), § = S(C) to emphasise that «, 8 depend on (and only on)
our choice of critical region, whereas the other quantities are independent of it.

Definition 13.3. The Bayes test is the rule d¢ with the critical region C' chosen to minimise the
Bayes risk (under the loss function defined above).

How can we find this optimal critical region?

Recall first the following result from frequentist hypothesis testing (we will not use this result but it
helps to clarify how the Bayesian approach is different):

Theorem 13.4 (Neyman-Pearson Lemma). The best test of size « for Hy against Hy is a

likelihood ratio test with critical region

o={=: {5 >4}

for some constant A > 0 chosen such that P(X € C' | Hp) = a.

Proof. Part A statistics. O

Remark. By ‘best test’ we mean the test with the highest power. Recall that the power is defined as

1 — 3 and the size as a.

Thus in frequentist statistics we fix the Type I error, «, and this determines the value of A.

It turns out that the critical region that minimises the Bayes risk is of the same form:

Theorem 13.5 (Bayes test for simple hypotheses). The critical region for the Bayes test with

prior w and loss L is
onfodimt) )

where A = %.
pP1

Proof. The Bayes test minimises the Bayes risk
poac + p1bB = poaP(X € C' | Hy) + p1bP(X € C' | Hy)

— poa / Fas00)de+pib [ f(2.0) da
C C’
=poa/cf(x790)dx+p1b [1—/Cf($791)d$]
b+ / [poaf (z, 60) — pibf (. 61)] de.
C

So choose C such that z € C iff ppaf(z,00) — p1bf(z,01) <0, i.e.

O{ * f(=,00) g pib )’
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Corollary 13.6. The Bayes test is a likelihood ratio test with A = I;OTZ'

Corollary 13.7. FEvery likelihood ratio test is a Bayes test for some prior probabilities pg, p1.

Example. Suppose X, ..., X, are i.i.d. N'(u,o?) with o2 known, and we want to test Ho : = p
against Hy : pu = p1, with gy > po.

The critical region for a likelihood ratio test becomes

_ nf(‘rhu“O)
©- {xER flz, ) >A}

0'2 (6]
1g“"+§<uo+m>}.

=<{zeR":z>
”(Ml—ﬂo)

For the Bayes test we need A = % so we simply substitute into the above to find the critical
region.

As an example, take pg = 0,1 = 1,02 =1,n=4,a =2,b=1,py = i,pl = %. Then

1 2 1
= R":z>-1 - -
C {xe z 40g<3)+2

Using that X ~ N (u, 1/4), this gives Type I/II error probabilties

={x e R":Z > 0.3999}.

n

1
= — | =0.115.
4> 0.115

The frequentist approach, fixing o = 0.05, would give 8 = 0.363 (easy to check), so we see that in
the Bayes test « is increased and [ decreased relative to the frequentist test.

_ o2 1
a=P|X >0.3999 | n=0, 1 =0.212

and

S|

ﬁ:P<X<0.3999u=1,

13.1.1 The case of the 0-1 loss function

In the case that L is the 0—1 loss, so a =b =1 and

1 if0=6; and x € C,
L(0,6c(x)) =41 if=0yand x & C,

0 otherwise,

the Bayes test takes a particularly intuitive form.

Definition 13.8. The mazimum a posteriori (MAP) test chooses the hypothesis with the
highest posterior probability P(H; | X = x).

Theorem 13.9. The MAP test is the Bayes test under the 0—1 loss.

Page 58 of 63



Foundations of Statistical Inference 13. Bayesian Hypothesis Tests

Proof. Exercise. O

13.2 Composite hypotheses

Now that we’ve developed the basic theory of Bayes tests, we're interested in generalising to the case
that our hypotheses involve sets of values.

A general testing problem involves hypothesis
HOZQGGO,Hlleegl

where ©y N O; = (.

Definition 13.10. A hypothesis H; : § € ©; is called simple if ©; is a singleton, and is called
composite if ©; is not a singleton.

13.2.1 The case of a simple null hypothesis

Suppose Hy is simple and Hp is composite; write ©g = {6p}. If our prior 7 for 6 is a continuous
distribution (i.e. it has a density) then the prior probability of Hy will always be zero. This is not
desirable!

Instead, we construct a prior as a weighted mixture of a point mass on ©¢ = {6y} and a prior distribution
7 on Oq:
if 0 = 6y,
() = Po 1 '0
(1 —po)m1(0) otherwise.

Using differential notation,
7(df) = pode, (df) + (1 — po)m1(d6).

Proposition 13.11. Under this mized prior, the Bayes test for the 0-1 loss (i.e. the MAP test)
rejects Hy iff

f($700) < Il = Po
Jo, fx,0)mi(6)d0 ~ po

Proof. The marginal distribution for X under this prior is

miz) = [ Fe,0)m(d) = pof(w.00) + (=) [ f(a.00)m1(6) 0.
(S} S]]

Thus the posterior probability of Hy is

pof(x,00)
pof(x,00) + (1 —po) f®1 f(z,0)do’

The Bayes test for the 0-1 loss, i.e. the MAP test, rejects Hy iff n(Hy | z) < n(H; | z), ie. iff
m(Hy | x) < 1/2. This occurs iff

m(Ho | z) =7({0} | x) =

2po f(x,00) < pof(z,00) + (1 —po) f(z,0)deo

S5
< pof(z,00) <(L—po) [ [flz,0)d0
[SF1
f(.’L', 90) 1—po
— < s
Jo, f(x,0)m1(0)do Po
giving the result. O
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Remark. The expression % here is called the Bayes factor. We'll meet it soon in more
e, »

generality.

Example (Psychokinesis example). In 1987 Schmidt, Jahn and Radin ran an experiment where
a subject with alleged psychokinetic ability tried to ‘influence’ a stream of quantum particles arriving
at a quantum gate. Each particle would upon arrival at the gate either trigger a red light or a green
light; the laws of quantum mechanics suggest a 50/50 ratio, and the subject tried to influence the
particles to go to red.

Let X be the number of particles observed to go to red out of a total of n. We use the model
X ~ Bin(n, #) where 0 is unknown. In the experiment, n = 104,490,000 and the observed value of
X was ¢ = 52263471.

Has the subject influenced the particles?
Framing this as a hypothesis test, the natural choice of hypotheses is
H029:1/2, H19#1/2

The frequentist p-value is Py /2(X > ) = 0.0003. This suggests very strong evidence of paranor-
mal ability?

Let’s reframe this as a Bayesian test to see what’s going on. Choose the mixed prior with py =
w(Hp) =1/2 and m; = U[0,1]. Under this prior, the posterior probability of Hy is

m(Hy |z) =n({1/2} | z) = pof(x,1/2)
(Ho | z) = m({1/2} | 2) PTG + (= po) [ 7080
_ G
(2" + 5

~ 0.92
in our case. This gives a very different conclusion from the one based on the p-value.

This reflects that we are reasonably sure before conducting the experiment that § = 1/2 is a more
likely value than any other.

13.2.2 The case of a point composite null hypothesis

Another common scenario is that ©g is a proper linear subspace of © but is not a singleton. This is
called a point composite hypothesis. This often arises when we have multiple unknown parameters
and our hypotheses involve only some of them.

The following example illustrates how to handle this situation.

Example. Let Xi,..., X, be i.i.d. N(u,c?) where 0 = (u,0?) is unknown. We may wish to test
the hypotheses
Hy:pu=0, Hy:p#0.

In this case ©¢ = {0} x R*. This is an example of a point composite hypothesis.
To construct a prior for this test we follow the same approach as for a simple hypothesis, creating a
weighted mixture m = pomo + (1 — pg)m1 of priors my on ©g and 7, on ©1. Now, however, we instead

define 7y as dp @ m, where 7, is a prior on R* for o. (Previously my was just a Dirac distribution.)
As before, 7 has a density, in this case on R x RT.
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The posterior for Hy will then be

Pomo(x)
pomo(x) + (1 — po)ma (z)

m(Ho | ) =m(60 | x) =
where, writing f(x, u, 02) for the likelihood of u, o2 having observed x,

o () = / " (0,677, (0) do

is the marginal likelihood under Hy and

i) = [ [ om0t do ds

is the marginal likelihood under H;.

13.2.3 The general case

In general, for any hypotheses Hy, H1, we can construct a mixed prior m = pomg + p1m1 (where mp is a
prior on Oy and m is a prior on ©;) and we can write the posterior probability of O¢ as

B pomo(z)
(0o | ) = pomo(x) + (1 = po)ma(x)

where mg(x) is the marginal likelihood under Hy and m;(z) is the marginal likelihood under Hj.

Remark. As we’ve seen, the marginal likelihoods in common cases take the forms:
o m;(x) = f®j f(z,0)m(6 | H;)df in the continuous case,
o m;(x) =) peo, f(x,0)m(0 | Hj) in the discrete case,
o m;(xz) = f(x,0y) in the case of a simple hypothesis.

In this language we can find a general form for Bayesian hypothesis tests.

Definition 13.12. The Bayes factor of Hy over H; is given by

BO/l(X) =

Theorem 13.13. The Bayes test under the 0—1 loss (the MAP test) rejects Hy iff

1—p
Bon(X) < 0.
Do

Proof. Exercise. Follow the reasoning from the case of a simple null hypothesis. O

Remark. A rough guide to interpreting Bayes factors given by Adrian Raftery is as follows:

P(Hy | x) By, 2log(By/1) evidence for Hy

<05 <1 <0 negative (supports Hj)
0.5 to 0.75 1to3 0to 2 barely worth mentioning
0.75t0 0.92 3 to 12 2 to b positive

0.92 t0 0.99 12 to 150 5 to 10 strong

> 0.99 > 150 > 10 very strong
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The value 2log(By /1) is sometimes reported because it’s on the same scale as the familiar deviance and
likelihood ratio test statistic.

In the psychokinesis example, the Bayes factor is By,; = 12, corresponding to positive-to-strong evidence
in favour of Hy (no paranormal ability).

Example. In a quality inspection program components are selected at random from a batch and
tested. Let 0 denote the failure probability. Suppose that we want to test the hypotheses

H029<0.27 H119>O.2.

Using the prior 7(6) = 300(1 — 6)* for 0 < § < 1, the hypotheses have prior probabilities
0.2
po =7(Ho) =m(0 € ©g) = / 300(1 — 0)*df ~ 0.345
0

and p; = w(H;) ~ 1 —0.345. The priors for § under each hypothesis are then

0(1 — 0)*
7T(9|H0):730( ), 0<6<0.2
Po
and ) -
300(1 —
7r(9|H1)_(p), 02<6<1.
1

Suppose n components are selected for independent testing. Modelling the number of failures X as
X ~ Bin(n,#), the marginal likelihood for Hy is

mo(z) = . f(z,0)m(0 | Hp) dO
0.2
- (”) o (1 — gyn—= 0L =0 4y
T/ Jo Po

For one batch of size n = 5, the value X = x = 0 is observed. So

5\ /%% 300(1—0)° 0.185
= da ~ = U. o
mo(x) (0> /0 - 035 0.536

Similarly my (z) = (3) [, 2200=0" 49 ~ 0.134,

p1

Z?gg e % = 1.89 so the Bayes test does not reject

So the Bayes factor is By, =
Hy.

Indeed, the overall marginal likelihood is m(x) = mo(z)po +m1(x)(1 —po) ~ 0.273, so the posterior
probabilities for the hypotheses are 7w(Hy | z) = % ~ 2485 = 0.678 and m(H; | z) ~ 0.322;
we see that Hy indeed maximises the posterior.

The following example shows that Bayes tests, and the Bayes factor, are not defined when the prior is
improper:

Example (Lindley’s Paradox). Let X,...,X,, be ii.d. N (#,0?) random variables, where o2 is
known. We wish to test the following hypotheses (one composite, one simple):

H()Ia:O, H19750

Suppose the prior distribution under H; is 6 | H; ~ N (u7?). The marginal likelihoods in this case
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are

and

272

m(x) = (27r02)7"/2 /OO exp (2;2 (x; — 9)2> . (27r72)’1/2 exp (W) d6.

Completing the square and integrating gives

1/2
. o? 1 n _ 1 _
= (2?2 <m2+o2> G l‘z (- 5 X —x)z}] |

So the Bayes factor is

1/2
Bon= 1472 Mar R o e
0/t = o2 P75 2 nT2 4 o2 rTTH

We see that By/; — 00 as 7 — oo for all . So in the limit that the prior under H; is diffuse (infinite
variance), then we have overwhelming support for Hy no matter the observed data.

This shows why we cannot allow improper priors for Bayes tests!

The more general phenomenon hinted at here — that the frequentist and Bayesian hypothesis tests
can disagree in certain situations under certain diffuse priors — is called Lindley’s paradozx.

13.3 Model selection

We conclude by briefly touching on a Bayesian framework for model selection. Suppose we have k
candidate models My, ..., My, for our data . Each model 9M; consists of a parametric family f;(z, 6;)
for X and a prior 7;(0) for the unknown parameter 6;.

We want identify which model is most likely given the data. Suppose we assign to each model a prior
probability II(901;); for example + in the case of a uniform prior. Write m;(z) = m(z | 9;) for the
marginal distribution of X under 91;.

In this framework the Bayes factor of 9; over M; is B;/; = ZE@%Z ;, and the posterior probability of
model IM; is

—1
S”J’)B-/-
3/

I (
nQuey

B H({)j‘(l)m(l‘ | Sﬁz) _
I | ) = >, T )m (e [ M) zj:

So in the case of a uniform prior II, this is just the inverse of the sum of the Bayes factors.

We can then pick the model that maximises this posterior probability; this is the Bayes test/MAP test.
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